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Previously

Supervised Learning

I Get labeled training data
I Represent data as (features, label) pairs
I Train a classifier / model to predict labels based on features

Today

I What if we don’t have training data?
I Can we still do something useful?

Unsupervised Learning
Things we can do without labeled data
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Unsupervised Methods

Option 1: “Naturally occurring” labels / bootstrap

I Be creative and find data which can be used as labels.
I e.g., we want to identify paragraphs. Maybe some

website indicate this via their HTML tags?
I Automatically create your own training set

I Write simple rule-based system to collect easy examples
I high precision, low recall

I Use the easy examples as training data
I Hope it will generalize well.
I Careful not to overlap your features with the rules too much!
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Unsupervised Methods

Option 1: “Naturally occurring” labels / semi-supervised

I Be creative and find data which can be used as labels.
I Want to identify sentiment? Look at tweets with happy

and sad emojis.

I what are the pros and cons here?
I Can also use the proxy naturally occurring data for

representation learning.
I The Felbo et al 2017 paper. (next slides)
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Use Emoji Prediction  
to learn good representations 

for sentiment







why is this useful?



Figure 6: Hierarchical clustering of the DeepMoji model’s predictions across categories on the test set.
The dendrogram shows how the model learns to group emojis into overall categories and subcategories
based on emotional content. The y-axis is the distance on the correlation matrix of the model’s predic-
tions measured using average linkage.

Figure 7: Correlation matrix of the model’s predictions on the pretraining test set.





Predicting a large set can be  
indicative of more coarse-grained trends.



• Train RNN (LSTM) to predict emojis based on a tweet. 

• Result: encoder that takes a tweet and returns a 
vector which is useful for predicting emojis. 

• Take (smaller) sentiment dataset. 

• Encode sentences to vectors using above encoder. 

• Train to predict sentiment from vectors.

model
(main idea. extra details in paper.)



Unsupervised Methods

Option 2: Write and algorithm and hope it works

I Example: assignment 3.
I Represent words by their contexts
I Define the co-occurrence metric (PMI, word2vec)
I Define similarity measure (cosine)
I Use this to get a useful result – lists of similar words

I Can be very effective
I But no “learning” involved.
I What to do when this doesn’t work?
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Unsupervised Methods

Option 3: Obtain Cheap / Easy Annotations

I Make easy annotation tasks for humans
I Pose annotation as natural questions that are easy to

answer.
I But how to come up with the right questions?
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Unsupervised Methods

Option 3: Obtain Cheap / Easy Annotations

I Measure human behavior
I Eye-tracking when reading
I Mouse-movement when reading
I Keyboard clicks when writing
I ...

I How can these be leveraged to obtain useful data for
learning?
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Unsupervised Methods

Option 5: Latent-variable generative modeling

I Define a “generative story” of how the data was generated
I This story doesn’t have to be very convincing or realistic

I The story can include “latent variables”, stuff that you
would like to see but you don’t

I For example: HMM POS-tagging, where we treat the tags
as latent.

I Search for an assignment of latent variables such that the
data has high probability under the model.

I Usually, this search is hard.
I Approximate!

I EM
I MCMC (Gibbs sampling)
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Unsupervised Learning
Example: HMM

Example: HMM

I We want to train a POS-tagger, but don’t have labeled data.
I We do have a dictionary, associating some words with their

possible POS tags, and also a lot of text.
I We will use the dictionary and the text to train a bigram

HMM model.
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Unsupervised Learning
Example: HMM

The Bigram-HMM generative story:
To generate a tagged sentence (w, t) = (w1, . . . ,wn, t1, . . . , tn):

I Start with tag t0 = START.
I For i in 1, . . . , n:

I Draw a random tag ti from the transition distribution
P(ti|ti−1)

I Draw a random word wi from the tag distribution P(wi|ti)

Recall the supervised case

I We observe both the words and the tags.
I We estimate q = P(ti|ti−1) and e = P(wi|ti) based on our

observations.
I Done
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Notation – Discrete Distributions

we say that X ∼ Discrete(θ, k)
iff:

I X can get one of k values
I θ is a vector with k entries
I θi ≥ 0
I

∑
i θi = 1

I P(X = i) = θi

Example
p(tj|tj−1) is a discrete
distribution.

tj ∼ Discrete(θ, |T|)

Where:
I |T| is the size of the tagset
I We can get a uniform

distribution if we set:
I θi = 1/|T|

I We can also estimate θ
from data using MLE:

I θtj =
count(tj−1,tj)
count(tj−1)
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Example HMM:

The UNsupervised case

I We don’t get to see the tags. They are latent.
I But, for a given tag assignment, we can:

I Estimate parameters
I Calculate corpus probability

I Search for tag assignments such that if we estimate
parameters from them, and then use the parameters to
calculate the corpus probability, we will get high probability.

I This search looks hard!
I And it is.
I Two possible approximations:

I EM algorithm
I Gibbs sampling
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Gibbs sampling

w = w1, . . . ,wn

t = t1, . . . , tn

I We are interested in the tag assignment that will maximize
P(w, t)

I For a fixed w, arg maxt P(w, t) = arg maxt P(t|w)

I If we could sample from P(t|w), we will, with high
probability, get t such that P(t|w) is high.

I Ok. . . but how do we sample from P(t|w)?
I Gibbs sampling is a “magical” way of doing that

I To uncover the magic, see Graphical Models class

13 / 1



Gibbs sampling

w = w1, . . . ,wn

t = t1, . . . , tn

I We are interested in the tag assignment that will maximize
P(w, t)

I For a fixed w, arg maxt P(w, t) = arg maxt P(t|w)

I If we could sample from P(t|w), we will, with high
probability, get t such that P(t|w) is high.

I Ok. . . but how do we sample from P(t|w)?
I Gibbs sampling is a “magical” way of doing that

I To uncover the magic, see Graphical Models class

13 / 1



Gibbs sampling

w = w1, . . . ,wn

t = t1, . . . , tn

I We are interested in the tag assignment that will maximize
P(w, t)

I For a fixed w, arg maxt P(w, t) = arg maxt P(t|w)

I If we could sample from P(t|w), we will, with high
probability, get t such that P(t|w) is high.

I Ok. . . but how do we sample from P(t|w)?

I Gibbs sampling is a “magical” way of doing that
I To uncover the magic, see Graphical Models class

13 / 1



Gibbs sampling

w = w1, . . . ,wn

t = t1, . . . , tn

I We are interested in the tag assignment that will maximize
P(w, t)

I For a fixed w, arg maxt P(w, t) = arg maxt P(t|w)

I If we could sample from P(t|w), we will, with high
probability, get t such that P(t|w) is high.

I Ok. . . but how do we sample from P(t|w)?
I Gibbs sampling is a “magical” way of doing that

I To uncover the magic, see Graphical Models class

13 / 1



Gibbs sampling

Main idea
I In order to sample P(t|w) = P(t1, t2, . . . , tn|w):
I Start with a random assignment of t1, . . . , tn. Then:

I sample t1 based on t2, . . . , tn,w
I P(t1|t2, t3, . . . , tn,w)

I sample t2 based on t1, t3, . . . , tn,w
I . . .
I sample tk based on t1, . . . , tk−1, tk+1, . . . , tn,w
I . . . and so on

I After many iterations, we will get samples from P(t|w)
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Gibbs sampling

Calculating P(tk|t1, . . . , tk−1, tk+1, . . . , tn,w)

I Notation: t−k = t1, . . . , tk−1, tk+1, . . . , tn.
I We can estimate q and e as previously, based on w and the

assignments to t−k.
I Now we get:

P(tk|t−k) ∝ q(tk|tk−1)e(wk|tk)q(tk+1|tk)

I (why? and what does ∝ means?)
I Calculate this for every possible value of tk.
I Normalize
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Draws from distributions

X ∼ Dscrete(θ, k)

p = Math.random()

sum = 0.0

for i in 0...k-1 {
sum += theta[i];
if(sum >= p) return i

}

Multinomial is a generalization of Discrete

32



The Gibbs sampling algorithm

Sampling from P(t|w) for t = t1, . . . , tn

Initialize t with random values
Calculate parameters (collect counts) based on t,w.
for many iterations do

for i ∈ 1, . . . , n do
“forget” value of ti (decrease counts)
Calculate P(ti|t−i) based on modified counts
Sample new value for ti from P(ti|t−i)
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Putting it all together

Training HMM from text and dictionary using Gibbs
sampling

For each word, assign a random tag from the set allowed by
the dictionary
Calculate q, e based on this tag assignment
for many iterations do

for every sentence do
for i ∈ 1, . . . , length do

“forget” value of ti (decrease counts)
Calculate P(ti|t−i) based on modified counts
(Set prob of tags not in dictionary to 0. Normalize.)
Sample new value for ti from P(ti|t−i)

Calculate final q and e based on the final state
(can also average several states)
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HMM - discussion

Why do you expect this to work?

Why do we need the tag dictionary?
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Topic Modeling / LDA



The problem with information

www.betaversion.org/~stefano/linotype/news/26/

As more information becomes
available, it becomes more difficult
to access what we are looking for.

We need new tools to help us
organize, search, and understand
these vast amounts of information.

D. Blei Topic Models



Topic modeling

Candida Hofer 

Topic modeling provides methods for automatically organizing,
understanding, searching, and summarizing large electronic archives.

1 Uncover the hidden topical patterns that pervade the collection.

2 Annotate the documents according to those topics.

3 Use the annotations to organize, summarize, and search the texts.
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Discover topics from a corpus

“Genetics” “Evolution” “Disease” “Computers”

human evolution disease computer
genome evolutionary host models

dna species bacteria information
genetic organisms diseases data
genes life resistance computers

sequence origin bacterial system
gene biology new network

molecular groups strains systems
sequencing phylogenetic control model

map living infectious parallel
information diversity malaria methods

genetics group parasite networks
mapping new parasites software
project two united new

sequences common tuberculosis simulations
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Model the evolution of topics over time
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"Theoretical Physics" "Neuroscience"
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Model connections between topics

wild type
mutant

mutations
mutants
mutation

plants
plant
gene
genes

arabidopsis

p53
cell cycle
activity
cyclin

regulation

amino acids
cdna

sequence
isolated
protein

gene
disease

mutations
families
mutation

rna
dna

rna polymerase
cleavage

site

cells
cell

expression
cell lines

bone marrow

united states
women

universities
students

education

science
scientists

says
research
people

research
funding
support

nih
program

surface
tip

image
sample
device

laser
optical
light

electrons
quantum

materials
organic
polymer
polymers
molecules

volcanic
deposits
magma
eruption

volcanism

mantle
crust

upper mantle
meteorites

ratios

earthquake
earthquakes

fault
images

data
ancient
found
impact

million years ago
africa

climate
ocean

ice
changes

climate change

cells
proteins

researchers
protein
found

patients
disease

treatment
drugs
clinical

genetic
population
populations
differences
variation

fossil record
birds

fossils
dinosaurs

fossil

sequence
sequences

genome
dna

sequencing

bacteria
bacterial

host
resistance
parasite

development
embryos

drosophila
genes

expression

species
forest
forests

populations
ecosystems

synapses
ltp

glutamate
synaptic
neurons

neurons
stimulus
motor
visual

cortical

ozone
atmospheric

measurements
stratosphere

concentrations

sun
solar wind

earth
planets
planet

co2
carbon

carbon dioxide
methane

water

receptor
receptors

ligand
ligands

apoptosis

proteins
protein
binding
domain
domains

activated
tyrosine phosphorylation

activation
phosphorylation

kinase

magnetic
magnetic field

spin
superconductivity
superconducting

physicists
particles
physics
particle

experimentsurface
liquid

surfaces
fluid

model reaction
reactions
molecule
molecules

transition state

enzyme
enzymes

iron
active site
reduction

pressure
high pressure

pressures
core

inner core

brain
memory
subjects

left
task

computer
problem

information
computers
problems

stars
astronomers

universe
galaxies
galaxy

virus
hiv

aids
infection
viruses

mice
antigen
t cells

antigens
immune response
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Annotate images
Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

SKY WATER TREE

MOUNTAIN PEOPLE

Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

SCOTLAND WATER

FLOWER HILLS TREE

Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

SKY WATER BUILDING

PEOPLE WATER

Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

FISH WATER OCEAN

TREE CORAL

Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

PEOPLE MARKET PATTERN

TEXTILE DISPLAY

Automatic image annotation

birds nest leaves branch tree
predicted caption: predicted caption:

people market pattern textile displaysky water tree mountain people
predicted caption:

fish water ocean tree coral sky water buildings people mountain
predicted caption: predicted caption: predicted caption:

scotland water flowers hills tree

Probabilistic modelsof text and images – p.5/53

BIRDS NEST TREE

BRANCH LEAVES
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Discover influential articles

Year
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Jared M. Diamond, Distributional Ecology of New Guinea Birds. Science (1973) 
[296 citations]

W. B. Scott, The Isthmus of Panama in Its Relation to the Animal Life of North and South America, Science (1916)
[3 citations]

William K. Gregory, The New Anthropogeny: Twenty-Five Stages of 
Vertebrate Evolution, from Silurian Chordate to Man, Science (1933)
[3 citations]

Derek E. Wildman et al., Implications of Natural Selection in Shaping 99.4% Nonsynonymous 
DNA Identity between Humans and Chimpanzees: Enlarging Genus Homo, PNAS (2003)
[178 citations]



Organize and browse large corpora



Latent Dirichlet Allocation
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Latent Dirichlet allocation (LDA)

Simple intuition: Documents exhibit multiple topics.



Generative model for LDA

gene     0.04
dna      0.02
genetic  0.01
.,,

life     0.02
evolve   0.01
organism 0.01
.,,

brain    0.04
neuron   0.02
nerve    0.01
...

data     0.02
number   0.02
computer 0.01
.,,

Topics Documents Topic proportions and
assignments

• Each topic is a distribution over words
• Each document is a mixture of corpus-wide topics
• Each word is drawn from one of those topics



The posterior distribution

Topics Documents Topic proportions and
assignments

• In reality, we only observe the documents
• The other structure are hidden variables



The posterior distribution

Topics Documents Topic proportions and
assignments

• Our goal is to infer the hidden variables
• I.e., compute their distribution conditioned on the documents

p(topics, proportions, assignments |documents)



Graphical models (Aside)

· · ·

Y

X1 X2 XN

Xn

Y

N

≡

• Nodes are random variables

• Edges denote possible dependence

• Observed variables are shaded

• Plates denote replicated structure
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Graphical models (Aside)

· · ·

Y

X1 X2 XN

Xn

Y

N

≡

• Structure of the graph defines the pattern of conditional dependence
between the ensemble of random variables

• E.g., this graph corresponds to

p(y , x1, . . . , xN) = p(y)
N∏

n=1

p(xn | y)
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LDA as a graphical model

θd Zd,n Wd,n
N

D K
βk

α η

Proportions
parameter

Per-document
topic proportions

Per-word
topic assignment

Observed
word Topics

Topic
parameter

• Nodes are random variables; edges indicate dependence.

• Shaded nodes are observed; unshaded nodes are hidden.

• Plates indicate replicated variables.



LDA Generative Story
We have K topics, and a vocabulary V of |V| words.
Each topic βk is a distribution over words.

A document d is created by

I Sample length nd from a Poisson distribution
I (alternatively, assume nd is given)

I Sample topic proportions θd from a Dirichlet distribution
with parameter α.

I For each position i ∈ 1, . . . , n:
I Sample topic zi from θd

I Sample word wi from the distribution βzi

Assumptions

I We do not care about the word-order (“bag of words”)
I Each word is independent of the other words given its topic
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The Dirichlet Distribution

I The Dirichlet distribution is a “distribution over distributions”
I When you sample θ ∼ DIRICHLET(α,K):

I θ is a K-dim vector
I θi ≥ 0
I

∑
i θi = 1

The probability of seeing a particular vector θ is:

PDIRICHLET(α,K)(θ) =

∏K
i=1 θ

αi−1
i

B(α)

B(α) =

∏K
i=1 Γ(αi)

Γ(
∑K

i=1 αi)

- Γ is the gamma function, generalization of factorial.

- Generally, α is a k-dim vector, but we will assume “symmetric” dirichlet, in
which α is a single scalar (and αi = α for all i ∈ {1, . . . ,K})
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The Dirichlet Distribution

The Dirichlet distribution is a “distribution over distributions”

Pp(θ|α) =

∏K
i=1 θ

αi−1
i

B(α)

I α controls the shape, mean and sparsity of θ
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α= 10
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The Dirichlet Distribution

For draws θ from a symmetric dirichlet distribution:

α = 1 All θ are equally likely
α > 1 Uniform θ are more likely
α < 1 Spikey θ are more likely
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LDA Generative Story

We have K topics, and a vocabulary V of |V| words.
Each topic βk is a distribution over words. βk ∼ Dirichlet(η, |V|)
A document d is created by

I Sample length nd from a Poisson distribution
I (alternatively, assume nd is given)

I Sample topic proportions θd from a Dirichlet distribution
with parameter α.

I For each position i ∈ 1, . . . , n:
I Sample topic zi from θd

I Sample word wi from the distribution βzi

α controls how many topics we expect to see in our
documents
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Latent Dirichlet allocation (LDA)

Topics Documents Topic proportions and
assignments

• Our goal is to infer the hidden variables

• I.e., compute their distribution conditioned on the documents

p(topics, proportions, assignments |documents)



LDA as a graphical model

θd Zd,n Wd,n
N

D K
βk

α η

Proportions
parameter

Per-document
topic proportions

Per-word
topic assignment

Observed
word Topics

Topic
parameter

• Nodes are random variables; edges indicate dependence.

• Shaded nodes are observed; unshaded nodes are hidden.

• Plates indicate replicated variables.



LDA as a graphical model

θd Zd,n Wd,n
N

D K
βk

α η

Proportions
parameter

Per-document
topic proportions

Per-word
topic assignment

Observed
word Topics

Topic
parameter

p(β ,θ ,z,w) =

 
K∏

i=1

p(βi |η)

! 
D∏

d=1

p(θd |α)
N∏

n=1

p(zd ,n |θd )p(wd ,n |β1:K ,zd ,n)

!



LDA as a graphical model

θd Zd,n Wd,n
N

D K
βk

α η

• This joint defines a posterior, p(θ ,z,β |w).

• From a collection of documents, infer

• Per-word topic assignment zd ,n

• Per-document topic proportions θd

• Per-corpus topic distributions βk

• Then use posterior expectations to perform the task at hand:
information retrieval, document similarity, exploration, and others.



Example inference

1 8 16 26 36 46 56 66 76 86 96

Topics
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D. Blei Topic Models



Example inference

“Genetics” “Evolution” “Disease” “Computers”

human evolution disease computer
genome evolutionary host models

dna species bacteria information
genetic organisms diseases data
genes life resistance computers

sequence origin bacterial system
gene biology new network

molecular groups strains systems
sequencing phylogenetic control model

map living infectious parallel
information diversity malaria methods

genetics group parasite networks
mapping new parasites software
project two united new

sequences common tuberculosis simulations

D. Blei Topic Models



Example inference (II)

D. Blei Topic Models



Example inference (II)

problem model selection species
problems rate male forest

mathematical constant males ecology
number distribution females fish

new time sex ecological
mathematics number species conservation
university size female diversity

two values evolution population
first value populations natural

numbers average population ecosystems
work rates sexual populations
time data behavior endangered

mathematicians density evolutionary tropical
chaos measured genetic forests

chaotic models reproductive ecosystem

D. Blei Topic Models



Why does LDA work?
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Why does LDA “work”?

• LDA trades off two goals.

1 For each document, allocate its words to as few topics as possible.
2 For each topic, assign high probability to as few terms as possible.

• These goals are at odds.

• Putting a document in a single topic makes #2 hard:
All of its words must have probability under that topic.

• Putting very few words in each topic makes #1 hard:
To cover a document’s words, it must assign many topics to it.

• Trading off these goals finds groups of tightly co-occurring words.



What do we get out of LDA?

I Topic assignments z
I Topic proportions (how strong is topic k in document j?)
I Topics distributions (how strong is word i in topic k?)

I Also: which topics are related to word i?

So?
I Which topics are in our corpus?
I Find similar docs (by comparing “topic vectors” of docs)
I Find related words (by comparing “topic vectors” of words)
I Query expansion: find documents related to words X,Y,Z,

even if all or some of these words did not appear in the
document

I . . .
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•  P(t|k)       for all t and k, is a term by topic matrix"
" " (gives which terms make up a topic)"

•  P(k|doc)  for all k and doc, is a topic by document "
"            matrix (gives which topics are in a document)"



>?8,<1>&



#56)A1-1$'>$7#"#$F'&831$

•  B-0*5$6$.*=.$9'))*9;'5$,&-G*5$(A$H&1.$?&64*$.'$
9'))*?*$1.34*5.1$

•  I6.6$/61$>'))',-5?$9/6&69.*&-1;91$
– JK2LLLM$,'&4$.A8*1$$N1.'8$,'&41$&*+'0*4O$
– PQ2LLLM$4'93+*5.1$

– K2LLL2LLLM$,'&4$.'@*51$

•  R-54$.'8-91$-5$./*$46.6$



7'8-91$-5$./*$<4396;'56)$F'&831$N7#"#O$

PRINTING 
PAPER 
PRINT 

PRINTED 
TYPE 

PROCESS 
INK 

PRESS 
IMAGE 

PRINTER 
PRINTS 

PRINTERS 
COPY 

COPIES 
FORM 

OFFSET 
GRAPHIC 
SURFACE 

PRODUCED 
CHARACTERS 

PLAY 
PLAYS 
STAGE 

AUDIENCE 
THEATER 
ACTORS 
DRAMA 

SHAKESPEARE 
ACTOR 

THEATRE 
PLAYWRIGHT 

PERFORMANCE 
DRAMATIC 
COSTUMES 
COMEDY 
TRAGEDY 

CHARACTERS 
SCENES 
OPERA 

PERFORMED 

TEAM 
GAME 

BASKETBALL 
PLAYERS 
PLAYER 

PLAY 
PLAYING 
SOCCER 
PLAYED 

BALL 
TEAMS 
BASKET 

FOOTBALL 
SCORE 
COURT 
GAMES 

TRY 
COACH 

GYM 
SHOT 

JUDGE 
TRIAL 
COURT 
CASE 
JURY 

ACCUSED 
GUILTY 

DEFENDANT 
JUSTICE 

EVIDENCE 
WITNESSES 

CRIME 
LAWYER 
WITNESS 

ATTORNEY 
HEARING 

INNOCENT 
DEFENSE 
CHARGE 

CRIMINAL 

HYPOTHESIS 
EXPERIMENT 

SCIENTIFIC 
OBSERVATIONS 

SCIENTISTS 
EXPERIMENTS 

SCIENTIST 
EXPERIMENTAL 

TEST 
METHOD 

HYPOTHESES 
TESTED 

EVIDENCE 
BASED 

OBSERVATION 
SCIENCE 

FACTS 
DATA 

RESULTS 
EXPLANATION 

STUDY 
TEST 

STUDYING 
HOMEWORK 

NEED 
CLASS 
MATH 

TRY 
TEACHER 

WRITE 
PLAN 

ARITHMETIC 
ASSIGNMENT 

PLACE 
STUDIED 

CAREFULLY 
DECIDE 

IMPORTANT 
NOTEBOOK 

REVIEW 

S  PQD$4'912$JKD$,'&41$
S  TQLL$.'8-912$*U?UE$



%')A1*+A$

PRINTING 
PAPER 
PRINT 

PRINTED 
TYPE 

PROCESS 
INK 

PRESS 
IMAGE 

PRINTER 
PRINTS 

PRINTERS 
COPY 

COPIES 
FORM 

OFFSET 
GRAPHIC 
SURFACE 

PRODUCED 
CHARACTERS 

PLAY 
PLAYS 
STAGE 

AUDIENCE 
THEATER 
ACTORS 
DRAMA 

SHAKESPEARE 
ACTOR 

THEATRE 
PLAYWRIGHT 

PERFORMANCE 
DRAMATIC 
COSTUMES 
COMEDY 
TRAGEDY 

CHARACTERS 
SCENES 
OPERA 

PERFORMED 

TEAM 
GAME 

BASKETBALL 
PLAYERS 
PLAYER 

PLAY 
PLAYING 
SOCCER 
PLAYED 

BALL 
TEAMS 
BASKET 

FOOTBALL 
SCORE 
COURT 
GAMES 

TRY 
COACH 

GYM 
SHOT 

JUDGE 
TRIAL 

COURT 
CASE 
JURY 

ACCUSED 
GUILTY 

DEFENDANT 
JUSTICE 

EVIDENCE 
WITNESSES 

CRIME 
LAWYER 
WITNESS 

ATTORNEY 
HEARING 

INNOCENT 
DEFENSE 
CHARGE 

CRIMINAL 

HYPOTHESIS 
EXPERIMENT 

SCIENTIFIC 
OBSERVATIONS 

SCIENTISTS 
EXPERIMENTS 

SCIENTIST 
EXPERIMENTAL 

TEST 
METHOD 

HYPOTHESES 
TESTED 

EVIDENCE 
BASED 

OBSERVATION 
SCIENCE 

FACTS 
DATA 

RESULTS 
EXPLANATION 

STUDY 
TEST 

STUDYING 
HOMEWORK 

NEED 
CLASS 
MATH 

TRY 
TEACHER 

WRITE 
PLAN 

ARITHMETIC 
ASSIGNMENT 

PLACE 
STUDIED 

CAREFULLY 
DECIDE 

IMPORTANT 
NOTEBOOK 

REVIEW 



7/&**$I'93+*5.1$,-./$./*$,'&4$V8)6AW$
N53+(*&1$X$9')'&1$!$.'8-9$611-?5+*5.1O$



LDA Inference

How do we fit an LDA model to the data?
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Fitting an LDA model to our data

Use an existing tool!

I Mallet (java)
I gensym (python)
I Many other tools available

I (see David Blei’s website)
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Fitting an LDA model to our data

But how are the tools implemented?

And what if we want a slightly different story?

I Exact inference is intractable.
I Use an approximate algorithm.
I Current tools use modern complex algorithms:

I Fast
I Scale well to huge number of topics and documents
I Beyond the scope of this course

I but for fitting a small to medium data, we can use Gibbs
sampling.

I (Gibbs is also our best bet for implementing modifications
of LDA)
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LDA Gibbs Sampler
Recall:

I Inputs: α, η, K
I Obeserved variables: words, W = wd,n

I Unobserved: θ = θ1, . . . , θD, β = β1, . . . , βK , Z = zd,n

We need to sample from
p(Z, θ, β|W, α, η)

In Gibbs:
Initialize random z
Then, repeatedly:

I For each k ∈ {1, · · · ,K}, sample βk based on Z, W, η
I Sample θd based on Z, W, α
I Sample zd,1 based on Z−d,1, θd, β, W
I Sample zd,2 based on Z−d,2, θd, β, W
I . . .

30 / 1



LDA Gibbs Sampler

I For each k ∈ {1, · · · ,K}, sample βk based on Z, W, η
I Sample θd based on Z, W, α
I Sample zd,1 based on Z−d,1, θd, β, W
I Sample zd,2 based on Z−d,2, θd, β, W
I . . .

These lines are easy:

p(zd,i = k | Z−d,i, θd, β,W) = θd
k · βk

Wd,i

θd
k probability of generating topic k in doc d

βk
Wd,i

probability of generating word Wd,i from topic k
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LDA Gibbs Sampler
I For each k ∈ {1, · · · ,K}, sample βk based on Z, W, η
I Sample θd based on Z, W, α
I Sample zd,1 based on Z−d,1, θd, β, W
I Sample zd,2 based on Z−d,2, θd, β, W
I . . .

What does this line mean?

We need to sample θd from p(θ|Z, α).
I Given Z, we can derive an MLE estimate of θd:

θd
k =

count(zd,i = k)

nd

I But no. We need to sample. What does it mean to sample
θ?

I Under the Bayesian philosophy, we do not commit to a
single estimate of θ. Instead, we have a distribution
p(θd|Z, α) of possible θd, based on our prior belief α and
the data we saw Z.
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LDA Gibbs Sampler

I For each k ∈ {1, · · · ,K}, sample βk based on Z, W, η
I Sample θd based on Z, W, α
I Sample zd,1 based on Z−d,1, θd, β, W
I Sample zd,2 based on Z−d,2, θd, β, W
I . . .

What does this line mean?
We need to sample θd from p(θ|Z, α).

Because θd ∼ DIRICHLET(α,K), and because dirichlet is
conjugate to multinomial, we have:

θd|Z, α ∼ DIRICHLET(α+ cd)

where cd is s K-dim vector based on counts from Z, with cd
k is

the number of items in document d with topic k.
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LDA Gibbs Sampler

I For each k ∈ {1, · · · ,K}, sample βk based on Z, W, η
I Sample θd based on Z, W, α
I Sample zd,1 based on Z−d,1, θd, β, W
I Sample zd,2 based on Z−d,2, θd, β, W
I . . .

We need to sample θd from p(θ|Z, α).

θd|Z, α ∼ DIRICHLET(α+ cd)

I There are algorithms for sampling from Dirichlet, but we
don’t need to actualy used them.

I Instead, we will use the the collapsed Gibbs sampler.
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Collapsed Gibbs sampler

Recall:
I Inputs: α, η, K
I Obeserved variables: words, W = wd,n

I Unobserved: θ = θ1, . . . , θD, β = β1, . . . , βK , Z = zd,n

We need to sample from
p(Z, θ, β|W, α, η)

But actually, we are ok with just Z. Can we get rid of θ, β?

I If θ, β were discrete, we could marginalize over them.

I But they are continuous, so instead we need to integrate

p(Z|W, α, η) =

∫ ∫
p(Z, θ, β|W, α, η)dθdβ
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Collapsed Gibbs sampler

p(zd,i = k|W,Z−d,i, α, η) =

∫ ∫
p(zd,i = k, θ, β |W,Z−d,i, α, η)dθdβ

=

∫
p(zd,i = k|θ)p(θ|α)dθ

∫
p(wd,i = v|W−d,i, zd,i = k,Z−d,i, β)p(β|η)dη

You don’t really need to know how to integrate!
Just remember that for Dirichlet:

∫
p(x|data, θ)p(θ|α)dθ =

cx + α

|data|+ Kα

Where cx is the count of event x in the data, and |data| = ∑
x′ c′x

is the number of samples in the data.
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Collapsed Gibbs Sampler
Just remember that for Dirichlet:

∫
p(x|data, θ)p(θ|α)dθ =

cx + α

|data|+ Kα

Where cx is the count of event x in the data, and |data| = ∑
x′ c′x

is the number of samples in the data.
Use this rule twice (once for each

∫
), and get:

p(zd,i = k|Z−d,i, α, η,wi) =
cd

k + α∑
k′ cd

k′ + Kα
vk

wi
+ η∑

i′ vk
wi′

+ |V|η

cd
k number of words in doc d with topic k in Z−d,i

vk
wi

number of times word wi is assigned to topic k in
Z−d,i

K number of topics
|V| vocabulary size
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Collapsed Gibbs Sampler

Rule of Thumb
In MLE land:

p(xn = k|x1, x2, . . . , xn−1) =
count(k)

n− 1
In Dirichlet-prior α land:

p(xn = k|x1, x2, . . . , xn−1, α) =
count(k) + α

n− 1 + Kα

Derivation in MacKay and Peto (1994)
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Collapsed Gibbs Sampler

I Initialize random topics Z
I For many iterations, for each document d, for each word i:

I forget zd,i getting Z−d,i

I sample new assignment for zd,i based on equation below.

p(zd,i = k|Z−d,i, α, η,wi) =
cd

k + α∑
k′ cd

k′ + Kα
vk

wi
+ η∑

i′ vk
wi′

+ |V|η

cd
k number of words in doc d with topic k in Z−d,i

vk
wi

number of times word wi is assigned to topic k in
Z−d,i

K number of topics
|V| vocabulary size
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LDA Evaluation

We have topics, are they good?

40 / 1



LDA Evaluation

Internal Evaluation
If we want to compare two different LDA models on the same
data:

I Compare the Probability that is assigned to the data by
each model.

I Higher probability→ better model

I But this does not tell us much about how useful the topics
are. . .

External (task-based) Evaluation

I Use the LDA topics as features in another task
I Measure the accuracy of the other task
I Good! But we need to have a task that we can

automatically measure.
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LDA Evaluation

Human Evaluation
If we just want to know if our topics are “good” we can ask
people.

I But what is a good topic?

I “Intruder Detection”
I Take top words from a topic.
I Insert a random word which is high in another topic.
I Can a human identify the random word?
I Yes→ good topic
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Other Applications of LDA
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Change the definition of Document

Selectional Preferences
Take parsed corpus:

Documents each Verb is a document
Words each subject of a verb is a “word” in the document
Topics each topic is one “kind” of arguments
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Model is slightly different - topic generates two groups of things.

(how would you change the Gibbs sampler?)
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Change the definition of Document

Beyond NLP
Dataset of users who watched movies

Documents each user is a document
Words each movie is a word
Topics each topic is a “taste” or “genre”

I High topic-word prob: movie belong to genre
I High topic-doc prob: user likes genre

Can recommend new movies to users

47 / 1



Extending LDA
by emerging groups. Both modalities are driven by the
common goal of increasing data likelihood. Consider the
voting example again; resolutions that would have been as-
signed the same topic in a model using words alone may
be assigned to different topics if they exhibit distinct voting
patterns. Distinct word-based topics may be merged if the
entities vote very similarly on them. Likewise, multiple dif-
ferent divisions of entities into groups are made possible by
conditioning them on the topics.

The importance of modeling the language associated with
interactions between people has recently been demonstrated
in the Author-Recipient-Topic (ART) model [16]. In ART
the words in a message between people in a network are
generated conditioned on the author, recipient and a set
of topics that describes the message. The model thus cap-
tures both the network structure within which the people
interact as well as the language associated with the inter-
actions. In experiments with Enron and academic email,
the ART model is able to discover role similarity of people
better than SNA models that consider network connectivity
alone. However, the ART model does not explicitly capture
groups formed by entities in the network.

The GT model simultaneously clusters entities to groups
and clusters words into topics, unlike models that gener-
ate topics solely based on word distributions such as Latent
Dirichlet Allocation [4]. In this way the GT model discov-
ers salient topics relevant to relationships between entities
in the social network—topics which the models that only
examine words are unable to detect.

We demonstrate the capabilities of the GT model by ap-
plying it to two large sets of voting data: one from US Sen-
ate and the other from the General Assembly of the UN.
The model clusters voting entities into coalitions and si-
multaneously discovers topics for word attributes describing
the relations (bills or resolutions) between entities. We find
that the groups obtained from the GT model are signifi-
cantly more cohesive (p-value < .01) than those obtained
from the Blockstructures model. The GT model also dis-
covers new and more salient topics in both the UN and Sen-
ate datasets—in comparison with topics discovered by only
examining the words of the resolutions, the GT topics are
either split or joined together as influenced by the voters’
patterns of behavior.

2. GROUP-TOPIC MODEL
The Group-Topic Model is a directed graphical model that

clusters entities with relations between them, as well as at-
tributes of those relations. The relations may be either di-
rected or undirected and have multiple attributes. In this
paper, we focus on undirected relations and have words as
the attributes on relations.

In the generative process for each event (an interaction
between entities), the model first picks the topic t of the
event and then generates all the words describing the event
where each word is generated independently according to
a multinomial distribution φt, specific to the topic t. To
generate the relational structure of the network, first the
group assignment, gst for each entity s is chosen condition-
ally on the topic, from a particular multinomial distribution
θt over groups for each topic t. Given the group assignments
on an event b, the matrix V (b) is generated where each cell

V
(b)

gigj represents how often the groups of two senators be-
haved the same or not during the event b, (e.g., voted the

SYMBOL DESCRIPTION
git entity i’s group assignment in topic t
tb topic of an event b

w
(b)
k the kth token in the event b

V
(b)

ij entity i and j’s groups behaved same (1)
or differently (2) on the event b

S number of entities
T number of topics
G number of groups
B number of events
V number of unique words
Nb number of word tokens in the event b
Sb number of entities who participated in the event b

Table 1: Notation used in this paper
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Figure 1: The Group-Topic model

same or not on a bill). The elements of V are sampled from

a binomial distribution γ
(b)
gigj . Our notation is summarized

in Table 1, and the graphical model representation of the
model is shown in Figure 1.

Without considering the topic of an event, or by treat-
ing all events in a corpus as reflecting a single topic, the
simplified model (only the right part of Figure 1) becomes
equivalent to the stochastic Blockstructures model [17]. To
match the Blockstructures model, each event defines a re-
lationship, e.g., whether in the event two entities’ groups
behave the same or not. On the other hand, in our model a
relation may have multiple attributes (which in our exper-
iments are the words describing the event, generated by a
per-topic multinomial).

When we consider the complete model, the dataset is dy-
namically divided into T sub-blocks each of which corre-
sponds to a topic. The complete GT model is as follows,

tb ∼ Uniform(
1

T
)

wit|φt ∼ Multinomial(φt)

φt|η ∼ Dirichlet(η)

git|θt ∼ Multinomial(θt)

θt|α ∼ Dirichlet(α)

V
(b)

ij |γ(b)
gigj

∼ Binomial(γ(b)
gigj

)

γ
(b)
gh |β ∼ Beta(β).

We want to perform joint inference on (text) attributes
and relations to obtain topic-wise group memberships. Since
inference can not be done exactly on such complicated prob-
abilistic graphical models, we employ Gibbs sampling to con-
duct inference. Note that we adopt conjugate priors in our

Indian Buffet Process Compound Dirichlet Process

B selects a subset of atoms for each distribution, and the
gamma random variables φ determine the relative masses
associated with these atoms.

2.4. Focused Topic Models

Suppose H parametrizes distributions over words. Then,
the ICD defines a generative topic model, where it is used
to generate a set of sparse distributions over an infinite num-
ber of components, called “topics.” Each topic is drawn
from a Dirichlet distribution over words. In order to specify
a fully generative model, we sample the number of words
for each document from a negative binomial distribution,
n

(m)
· ∼ NB(

�
k bmkφk, 1/2).2

The generative model for M documents is

1. for k = 1, 2, . . . ,

(a) Sample the stick length πk according to Eq. 1.
(b) Sample the relative mass φk ∼ Gamma(γ, 1).
(c) Draw the topic distribution over words,

βk ∼ Dirichlet(η).

2. for m = 1, . . . ,M ,

(a) Sample a binary vector bm according to Eq. 1.
(b) Draw the total number of words,

n
(m)
· ∼ NB(

�
k bmkφk, 1/2).

(c) Sample the distribution over topics,
θm ∼ Dirichlet(bm · φ).

(d) For each word wmi, i = 1, . . . , n
(m)
· ,

i. Draw the topic index zmi ∼ Discrete(θm).
ii. Draw the word wmi ∼ Discrete(βzmi

).

We call this the focused topic model (FTM) because the
infinite binary matrix B serves to focus the distribution
over topics onto a finite subset (see Figure 1). The number
of topics within a single document is almost surely finite,
though the total number of topics is unbounded. The topic
distribution for the mth document, θm, is drawn from a
Dirichlet distribution over the topics selected by bm. The
Dirichlet distribution models uncertainty about topic pro-
portions while maintaining the restriction to a sparse set of
topics.

The ICD models the distribution over the global topic pro-
portion parameters φ separately from the distribution over
the binary matrix B. This captures the idea that a topic may
appear infrequently in a corpus, but make up a high propor-
tion of those documents in which it occurs. Conversely, a
topic may appear frequently in a corpus, but only with low
proportion.

2Notation n
(m)
k is the number of words assigned to the kth

topic of the mth document, and we use a dot notation to represent
summation - i.e. n

(m)
· =

P
k n

(m)
k .

Figure 1. Graphical model for the focused topic model

3. Related Models
Titsias (2007) introduced the infinite gamma-Poisson pro-
cess, a distribution over unbounded matrices of non-
negative integers, and used it as the basis for a topic model
of images. In this model, the distribution over features
for the mth image is given by a Dirichlet distribution over
the non-negative elements of the mth row of the infinite
gamma-Poisson process matrix, with parameters propor-
tional to the values at these elements. While this results in
a sparse matrix of distributions, the number of zero entries
in any column of the matrix is correlated with the values
of the non-zero entries. Columns which have entries with
large values will not typically be sparse. Therefore, this
model will not decouple across-data prevalence and within-
data proportions of topics. In the ICD the number of zero
entries is controlled by a separate process, the IBP, from
the values of the non-zero entries, which are controlled by
the gamma random variables.

The sparse topic model (SparseTM, Wang & Blei, 2009)
uses a finite spike and slab model to ensure that each topic
is represented by a sparse distribution over words. The
spikes are generated by Bernoulli draws with a single topic-
wide parameter. The topic distribution is then drawn from a
symmetric Dirichlet distribution defined over these spikes.
The ICD also uses a spike and slab approach, but allows
an unbounded number of “spikes” (due to the IBP) and a
more globally informative “slab” (due to the shared gamma
random variables). We extend the SparseTM’s approxima-
tion of the expectation of a finite mixture of Dirichlet dis-
tributions, to approximate the more complicated mixture of
Dirichlet distributions given in Eq. 2.

Recent work by Fox et al. (2009) uses draws from an IBP
to select subsets of an infinite set of states, to model multi-
ple dynamic systems with shared states. (A state in the dy-
namic system is like a component in a mixed membership
model.) The probability of transitioning from the ith state
to the jth state in the mth dynamic system is drawn from a
Dirichlet distribution with parameters bmjγ + τδi,j , where

Chang, Blei
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Figure 2: A two-document segment of the RTM. The variable y indicates whether the two documents are linked. The complete model
contains this variable for each pair of documents. The plates indicate replication. This model captures both the words and the link
structure of the data shown in Figure 1.

formulation, inspired by the supervised LDA model (Blei
and McAuliffe 2007), ensures that the same latent topic as-
signments used to generate the content of the documents
also generates their link structure. Models which do not
enforce this coupling, such as Nallapati et al. (2008), might
divide the topics into two independent subsets—one for
links and the other for words. Such a decomposition pre-
vents these models from making meaningful predictions
about links given words and words given links. In Sec-
tion 4 we demonstrate empirically that the RTM outper-
forms such models on these tasks.

3 INFERENCE, ESTIMATION, AND
PREDICTION

With the model defined, we turn to approximate poste-
rior inference, parameter estimation, and prediction. We
develop a variational inference procedure for approximat-
ing the posterior. We use this procedure in a variational
expectation-maximization (EM) algorithm for parameter
estimation. Finally, we show how a model whose parame-
ters have been estimated can be used as a predictive model
of words and links.

Inference In posterior inference, we seek to compute
the posterior distribution of the latent variables condi-
tioned on the observations. Exact posterior inference is in-
tractable (Blei et al. 2003; Blei and McAuliffe 2007). We
appeal to variational methods.

In variational methods, we posit a family of distributions
over the latent variables indexed by free variational pa-
rameters. Those parameters are fit to be close to the true
posterior, where closeness is measured by relative entropy.
See Jordan et al. (1999) for a review. We use the fully-
factorized family,

q(Θ,Z|γ,Φ) =
�

d [qθ(θd|γd)
�

n qz(zd,n|φd,n)] , (3)

where γ is a set of Dirichlet parameters, one for each doc-

ument, and Φ is a set of multinomial parameters, one for
each word in each document. Note that Eq [zd,n] = φd,n.

Minimizing the relative entropy is equivalent to maximiz-
ing the Jensen’s lower bound on the marginal probability of
the observations, i.e., the evidence lower bound (ELBO),

L =
�

(d1,d2)
Eq [log p(yd1,d2

|zd1
,zd2

,η, ν)]+
�

d

�
n Eq [log p(wd,n|β1:K , zd,n)]+�

d

�
n Eq [log p(zd,n|θd)]+�

d Eq [log p(θd|α)] + H(q), (4)

where (d1, d2) denotes all document pairs. The first term
of the ELBO differentiates the RTM from LDA (Blei et al.
2003). The connections between documents affect the ob-
jective in approximate posterior inference (and, below, in
parameter estimation).

We develop the inference procedure under the assumption
that only observed links will be modeled (i.e., yd1,d2 is ei-
ther 1 or unobserved).1 We do this for two reasons.

First, while one can fix yd1,d2
= 1 whenever a link is ob-

served between d1 and d2 and set yd1,d2 = 0 otherwise, this
approach is inappropriate in corpora where the absence of
a link cannot be construed as evidence for yd1,d2 = 0. In
these cases, treating these links as unobserved variables is
more faithful to the underlying semantics of the data. For
example, in large social networks such as Facebook the ab-
sence of a link between two people does not necessarily
mean that they are not friends; they may be real friends
who are unaware of each other’s existence in the network.
Treating this link as unobserved better respects our lack of
knowledge about the status of their relationship.

Second, treating non-links links as hidden decreases the
computational cost of inference; since the link variables are
leaves in the graphical model they can be removed when-

1Sums over document pairs (d1, d2) are understood to range
over pairs for which a link has been observed.
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(b) Sentence Graphical Model

Figure 1: In the graphical model of the STM, a document is made up of a number of sentences,
represented by a tree of latent topics z which in turn generate words w. These words’ topics are
chosen by the topic of their parent (as encoded by the tree), the topic weights for a document θ,
and the node’s parent’s successor weights π. (For clarity, not all dependencies of sentence nodes
are shown.) The structure of variables for sentences within the document plate is on the right, as
demonstrated by an automatic parse of the sentence “Some phrases laid in his mind for years.” The
STM assumes that the tree structure and words are given, but the latent topics z are not.

is going to be a noun consistent as the object of the preposition “of.” Thematically, because it is in
a travel brochure, we would expect to see words such as “Acapulco,” “Costa Rica,” or “Australia”
more than “kitchen,” “debt,” or “pocket.” Our model can capture these kinds of regularities and
exploit them in predictive problems.

Previous efforts to capture local syntactic context include semantic space models [6] and similarity
functions derived from dependency parses [7]. These methods successfully determine words that
share similar contexts, but do not account for thematic consistency. They have difficulty with pol-
ysemous words such as “fly,” which can be either an insect or a term from baseball. With a sense
of document context, i.e., a representation of whether a document is about sports or animals, the
meaning of such terms can be distinguished.

Other techniques have attempted to combine local context with document coherence using linear
sequence models [8, 9]. While these models are powerful, ordering words sequentially removes
the important connections that are preserved in a syntactic parse. Moreover, these models gener-
ate words either from the syntactic or thematic context. In the syntactic topic model, words are
constrained to be consistent with both.

The remainder of this paper is organized as follows. We describe the syntactic topic model, and
develop an approximate posterior inference technique based on variational methods. We study its
performance both on synthetic data and hand parsed data [10]. We show that the STM captures
relationships missed by other models and achieves lower held-out perplexity.

2 The syntactic topic model

We describe the syntactic topic model (STM), a document model that combines observed syntactic
structure and latent thematic structure. To motivate this model, we return to the travel brochure
sentence “In the near future, you could find yourself in .”. The word that fills in the blank is
constrained by its syntactic context and its document context. The syntactic context tells us that it is
an object of a preposition, and the document context tells us that it is a travel-related word.

The STM attempts to capture these joint influences on words. It models a document corpus as
exchangeable collections of sentences, each of which is associated with a tree structure such as a

2

This provides an inferential speed-up that makes it
possible to fit models at varying granularities. As ex-
amples, journal articles might be exchangeable within
an issue, an assumption which is more realistic than
one where they are exchangeable by year. Other data,
such as news, might experience periods of time without
any observation. While the dDTM requires represent-
ing all topics for the discrete ticks within these periods,
the cDTM can analyze such data without a sacrifice
of memory or speed. With the cDTM, the granularity
can be chosen to maximize model fitness rather than
to limit computational complexity.

We note that the cDTM and dDTM are not the only
topic models to take time into consideration. Topics
over time models (TOT) [23] and dynamic mixture
models (DMM) [25] also include timestamps in the
analysis of documents. The TOT model treats the
time stamps as observations of the latent topics, while
DMM assumes that the topic mixture proportions of
each document is dependent on previous topic mix-
ture proportions. In both TOT and DMM, the topics
themselves are constant, and the time information is
used to better discover them. In the setting here, we
are interested in inferring evolving topics.

The rest of the paper is organized as follows. In sec-
tion 2 we describe the dDTM and develop the cDTM
in detail. Section 3 presents an efficient posterior in-
ference algorithm for the cDTM based on sparse varia-
tional methods. In section 4, we present experimental
results on two news corpora.

2 Continuous time dynamic topic
models

In a time stamped document collection, we would like
to model its latent topics as changing through the
course of the collection. In news data, for example, a
single topic will change as the stories associated with
it develop. The discrete-time dynamic topic model
(dDTM) builds on the exchangeable topic model to
provide such machinery [2]. In the dDTM, documents
are divided into sequential groups, and the topics of
each slice evolve from the topics of the previous slice.
Documents in a group are assumed exchangeable.

More specifically, a topic is represented as a distribu-
tion over the fixed vocabulary of the collection. The
dDTM assumes that a discrete-time state space model
governs the evolution of the natural parameters of the
multinomial distributions that represent the topics.
(Recall that the natural parameters of the multino-
mial are the logs of the probabilities of each item.)
This is a time-series extension to the logistic normal
distribution [26].

Figure 1: Graphical model representation of the
cDTM. The evolution of the topic parameters βt is
governed by Brownian motion. The variable st is the
observed time stamp of document dt.

A drawback of the dDTM is that time is discretized.
If the resolution is chosen to be too coarse, then the
assumption that documents within a time step are ex-
changeable will not be true. If the resolution is too
fine, then the number of variational parameters will ex-
plode as more time points are added. Choosing the dis-
cretization should be a decision based on assumptions
about the data. However, the computational concerns
might prevent analysis at the appropriate time scale.

Thus, we develop the continuous time dynamic topic
model (cDTM) for modeling sequential time-series
data with arbitrary granularity. The cDTM can be
seen as a natural limit of the dDTM at its finest pos-
sible resolution, the resolution at which the document
time stamps are measured.

In the cDTM, we still represent topics in their natural
parameterization, but we use Brownian motion [14] to
model their evolution through time. Let i, j (j > i >
0) be two arbitrary time indexes, si and sj be the time
stamps, and ∆sj ,si be the elapsed time between them.
In a K-topic cDTM model, the distribution of the kth

(1 ≤ k ≤ K) topic’s parameter at term w is:

β0,k,w ∼ N (m, v0)

βj,k,w|βi,k,w, s ∼ N
�
βi,k,w, v∆sj ,si

�
, (1)

where the variance increases linearly with the lag.

This construction is used as a component in the full
generative process. (Note: if j = i+1, we write ∆sj ,si

as ∆sj for short.)

1. For each topic k, 1 ≤ k ≤ K,

(a) Draw β0,k ∼ N (m, v0I).

(a) (b)

Figure 1: (a) LDA model. (b) MG-LDA model.

is still not directly dependent on the number of documents
and, therefore, the model is not expected to suffer from over-
fitting. Another approach is to use a Markov chain Monte
Carlo algorithm for inference with LDA, as proposed in [14].
In section 3 we will describe a modification of this sampling
method for the proposed Multi-grain LDA model.

Both LDA and PLSA methods use the bag-of-words rep-
resentation of documents, therefore they can only explore
co-occurrences at the document level. This is fine, provided
the goal is to represent an overall topic of the document,
but our goal is different: extracting ratable aspects. The
main topic of all the reviews for a particular item is virtu-
ally the same: a review of this item. Therefore, when such
topic modeling methods are applied to a collection of re-
views for different items, they infer topics corresponding to
distinguishing properties of these items. E.g. when applied
to a collection of hotel reviews, these models are likely to in-
fer topics: hotels in France, New York hotels, youth hostels,
or, similarly, when applied to a collection of Mp3 players’
reviews, these models will infer topics like reviews of iPod
or reviews of Creative Zen player. Though these are all valid
topics, they do not represent ratable aspects, but rather de-
fine clusterings of the reviewed items into specific types. In
further discussion we will refer to such topics as global topics,
because they correspond to a global property of the object
in the review, such as its brand or base of operation. Dis-
covering topics that correlate with ratable aspects, such as
cleanliness and location for hotels, is much more problem-
atic with LDA or PLSA methods. Most of these topics are
present in some way in every review. Therefore, it is difficult
to discover them by using only co-occurrence information at
the document level. In this case exceedingly large amounts
of training data is needed and as well as a very large num-
ber of topics K. Even in this case there is a danger that
the model will be overflown by very fine-grain global topics
or the resulting topics will be intersection of global topics
and ratable aspects, like location for hotels in New York.
We will show in Section 4 that this hypothesis is confirmed
experimentally.

One way to address this problem would be to consider co-
occurrences at the sentence level, i.e., apply LDA or PLSA to
individual sentences. But in this case we will not have a suf-
ficient co-occurrence domain, and it is known that LDA and
PLSA behave badly when applied to very short documents.
This problem can be addressed by explicitly modeling topic
transitions [5, 15, 33, 32, 28, 16], but these topic n-gram

models are considerably more computationally expensive.
Also, like LDA and PLSA, they will not be able to distin-
guish between topics corresponding to ratable aspects and
global topics representing properties of the reviewed item.
In the following section we will introduce a method which
explicitly models both types of topics and efficiently infers
ratable aspects from limited amount of training data.

2.2 MG-LDA
We propose a model called Multi-grain LDA (MG-LDA),

which models two distinct types of topics: global topics and
local topics. As in PLSA and LDA, the distribution of global
topics is fixed for a document. However, the distribution of
local topics is allowed to vary across the document. A word
in the document is sampled either from the mixture of global
topics or from the mixture of local topics specific for the
local context of the word. The hypothesis is that ratable
aspects will be captured by local topics and global topics
will capture properties of reviewed items. For example con-
sider an extract from a review of a London hotel: “. . . public
transport in London is straightforward, the tube station is
about an 8 minute walk . . . or you can get a bus for £1.50”.
It can be viewed as a mixture of topic London shared by
the entire review (words: “London”, “tube”, “£”), and the
ratable aspect location, specific for the local context of the
sentence (words: “transport”, “walk”, “bus”). Local topics
are expected to be reused between very different types of
items, whereas global topics will correspond only to partic-
ular types of items. In order to capture only genuine local
topics, we allow a large number of global topics, effectively,
creating a bottleneck at the level of local topics. Of course,
this bottleneck is specific to our purposes. Other applica-
tions of multi-grain topic models conceivably might prefer
the bottleneck reversed. Finally, we note that our definition
of multi-grain is simply for two-levels of granularity, global
and local. In principle though, there is nothing preventing
the model described in this section from extending beyond
two levels. One might expect that for other tasks even more
levels of granularity could be beneficial.

We represent a document as a set of sliding windows, each
covering T adjacent sentences within it. Each window v in
document d has an associated distribution over local topics
θloc

d,v and a distribution defining preference for local topics
versus global topics πd,v. A word can be sampled using any
window covering its sentence s, where the window is chosen
according to a categorical distribution ψs. Importantly, the
fact that the windows overlap, permits to exploit a larger
co-occurrence domain. These simple techniques are capable
of modeling local topics without more expensive modeling of
topics transitions used in [5, 15, 33, 32, 28, 16]. Introduction
of a symmetrical Dirichlet prior Dir(γ) for the distribution
ψs permits to control smoothness of topic transitions in our
model.

The formal definition of the model with Kgl global and
Kloc local topics is the following. First, draw Kgl word
distributions for global topics ϕgl

z from a Dirichlet prior
Dir(βgl) and Kloc word distributions for local topics ϕloc

z′
from Dir(βloc). Then, for each document d:

• Choose a distribution of global topics θgl
d ∼ Dir(αgl).

• For each sentence s choose a distribution ψd,s(v) ∼
Dir(γ).

• For each sliding window v
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Figure 1: Three related models, and the ART model. In all models, each observed word,
w, is generated from a multinomial word distribution, φz, specific to a particular
topic/author, z, however topics are selected differently in each of the models.
In LDA, the topic is sampled from a per-document topic distribution, θ, which
in turn is sampled from a Dirichlet over topics. In the Author Model, there is
one topic associated with each author (or category), and authors are sampled
uniformly. In the Author-Topic model, the topic is sampled from a per-author
multinomial distribution, θ, and authors are sampled uniformly from the observed
list of the document’s authors. In the Author-Recipient-Topic model, there is
a separate topic-distribution for each author-recipient pair, and the selection of
topic-distribution is determined from the observed author, and by uniformly sam-
pling a recipient from the set of recipients for the document.

its generative process for each document d, a set of authors, ad, is observed. To generate
each word, an author x is chosen uniformly from this set, then a topic z is selected from a
topic distribution θx that is specific to the author, and then a word w is generated from a
topic-specific multinomial distribution φz. However, as described previously, none of these
models is suitable for modeling message data.

An email message has one sender and in general more than one recipients. We could
treat both the sender and the recipients as “authors” of the message, and then employ the
AT model, but this does not distinguish the author and the recipients of the message, which
is undesirable in many real-world situations. A manager may send email to a secretary and
vice versa, but the nature of the requests and language used may be quite different. Even
more dramatically, consider the large quantity of junk email that we receive; modeling the
topics of these messages as undistinguished from the topics we write about as authors would
be extremely confounding and undesirable since they do not reflect our expertise or roles.

Alternatively we could still employ the AT model by ignoring the recipient information
of email and treating each email document as if it only has one author. However, in this
case (which is similar to the LDA model) we are losing all information about the recipients,
and the connections between people implied by the sender-recipient relationships.
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• LDA can be embedded in more complicated models, embodying further
intuitions about the structure of the texts.

• E.g., it can be used in models that account for syntax, authorship, word
sense, dynamics, correlation, hierarchies, and other structure.
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