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Abstract 
 The use of Non-Distributed Operating Systems is very common and old. Many researchers feel that this field of 
research is outmoded, and therefore put their efforts into Distributed Operating Systems. Advanced Operating Systems 
courses generally include an overview of the topical issues of research in the Operating System field. Many instructors prefer 
using Distributed Operating Systems subjects in order to give their students the contemporary research atmosphere. This 
encourages graduate students to research Distributed Operating Systems topics. We suggest that Non-Distributed Operating 
Systems is still an important field worthy of being expanded in graduate courses. An example for such a course is given. This 
course has been successfully taught in Bar-Ilan University during 2004.   
 
1. Introduction 

Advanced operating systems courses are common in 
many Computer Science departments all over the world. 
Naturally, academic freedom does not dictate the material 
taught in such courses. Most courses contain various 
Distributed Operating Systems materials; e.g. [1,2,3,4]. 
This induces graduate students to research Distributed 
Operating Systems. We suggest devising separate courses 
for Non-Distributed Operating Systems, alongside the 
existing courses in Distributed Operating Systems. One-
processor machines are still the majority of the computing 
power far and wide. Therefore, a Non-Distributed 
Operating Systems course can be beneficial for 
encouraging more graduate students to research this field 
and to contribute their aptitude. Indeed, some former 
students of this course have begun researching the subjects 
described below.  

The Non-Distributed Operating Systems is still a vital 
and dynamic field. A probe of recent operating systems 
conferences focusing on the “pure” Operating Systems 
subjects (i.e. Kernel’s task) has produced 3 main categories 
of study in Non- Distributed Operating Systems: 

• New and enhanced techniques 
• Algorithm improvements 
• Statistical studies  
We introduce subjects in each category and elaborate 

on the course material within each subject. The technical 
depth of this paper will be superficial, because our object 
does not include specifying technicalities. Instructors who 
wish to probe into the suggested subjects may look into the 
cited references. The suggested course integrating  these 3 
categories has been taught in Bar-Ilan University during 
2004. The students were required to do preparatory reading 

which was followed by a discussion in class. The course 
was supported by a web site [5]. 

 
2. New and Enhanced Techniques 

This category contains the enhancements for old and 
familiar techniques that any Operating System has. The 
main concepts of the technique are usually taught in the 
undergraduate Operating System course. In the advanced 
Operating System course suggested, the up-to-date 
enhanced techniques are introduced.  

 
2.1.  Micro-Kernel 
Micro-Kernel [6] is a controversial enhancement for 

the old concept of the operating system kernel. The first 
Micro-Kernels were first presented at the beginning of the 
70’s, but there many implications and ramifications are still 
being researched nowadays. 

The conception of Micro-Kernel is to implement 
outside the kernel as many functions as possible. This 
induces a discussion of the advantages and the 
disadvantages of such an implementation [7,8], of which 
the main issues are: 

• Fault isolation and independence. Kernel 
malfunction can cause a reboot. With Micro-
Kernels less code is executed in Kernel Mode.  

• Flexibility. Different strategies and APIs 
(Application Programming Interface) can coexist 
when using Micro-Kernels.  

• Kernel recompilation is less needed when changes 
are done in the operating system, because more 
sections of the operating system are not 
implemented within the kernel.  

• Performance. When using Micro-Kernels, there 
will be more context switches to the new 
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operating systems processes (The processes that 
perform the functions of the Monolithic Kernel). 

Another important discussion is which sections of the 
kernel can be taken out and which sections are essential 
within the Micro-Kernel. The classic examples of sections 
that can be taken out are the paging mechanism and the 
device drivers. Showing the students how this was 
previously implemented [9,10,11] may offer material for 
further research. 

The opposite approach is to implement inside the 
kernel whatever possible. This raises the question what 
definitely should be outside the kernel, or maybe there is no 
such a component outside the kernel as was suggested in 
[12]. Such an approach makes the kernel transactions very 
long. This feature brings up more questions to be discussed 
in class; e.g. can the kernel be interrupted and if so, when 
will it be interrupted and by which interrupts [13]. 

 
2.2.  Super-Pages 
Super-Pages is an enhancement of the well-known 

paging concept. Super-Pages are larger pages that are 
referenced by the TLB. The internal memory of modern 
computers has been significantly increased during the last 
decade. However, the TLB coverage (i.e. the size of the 
memory that can be referenced directly by the TLB) has 
been increased by a much lower factor during the same 
period [14,15]. Therefore, several new architectures like 
Itanium, MIPS R4x00, Alpha, SPARC and HP PA RISC 
support multiple page size of the frames referenced by the 
TLB. In that way the memory size referenced directly by 
the TLB is higher and the overhead of the page table access 
time is reduced. In addition, many modern operating 
systems support Super-Paging. 

The Super-Paging concept brings up several questions 
to discuss in class. First, when should the Operating System 
upgrade some base pages into a large Super-Page? This 
dilemma is even more complicated when the processor 
supports several sizes of Super-Pages; e.g. the Itanium has 
10 sizes of Super-Pages. Second, where should the location 
of the small pages in the memory be? One possibility is 
placing them in a location that spares the need for 
relocation of the base page, once the Operating System  
upgrades base pages into a Super-Page [16]. Another 
policy is placing the base page in the first vacant location in 
the memory and relocating it when the Operating System  
upgrades [17]. Thirdly, who handles the relocation, the 
hardware or the software [18]? 

Some processors and Operating Systems have 
addressed these questions [19,20,21]. The course shows the 
students what decisions the specific processors and 
Operating Systems have taken and what their 
considerations were. The students are encouraged to 
express their view and come up with suggestions for 
improved performance. 
 

2.3.  Desktop Scheduling 
The schedulers of most of the contemporary operating 

systems are based on the old well-known schedulers that 
have been used during the years by the traditional Unixes 
and other popular operating systems. These schedulers do 
not always perform well with the new and different 
characteristic of processes that are used by the new desktop 
machines.  

One of the most notable changes is the multi-media 
processes that rarely appeared on the old machines and 
very common nowadays [22]; e.g. Etsion et al. [23,24] 
explore the effectiveness of the Linux scheduler when 
using multi-media processes like movie players or games. 
They show that the Linux scheduler is not tuned well for 
such processes and they suggest a technique to improve the 
scheduler in order to get better performance.  

Usually, in the undergraduate operating systems course 
the students are taught about the common schedulers used 
by the popular operating systems. In the operating systems 
graduate course they should be able to criticize the timing 
of those schedulers [25]. Furthermore, they are expected to 
suggest methods to improve the effectiveness of the 
original schedulers.  

 
2.4.  Versioning File Systems 
In 1995, for $200 you could purchase a 0.54GB disk, 

whereas Slackware Linux 2.2 (Basic Applications+X 
window) had 0.15Gbytes that make up 28% of the disk 
capacity. In 2004, for $200 you can purchase a 300GB 
disk, whereas RedHat Linux Advanced Workstation 2.1 
(Basic Applications+X window) for the Itanium Processor 
has 4.2GB that make up 1.4% of the disk capacity. These 
facts support the conclusion that nowadays the space 
pressure on the disk is not high and a portion of the disk 
can be reserved for backup. 

Versioning File Systems are file systems that do not 
remove the files that have been deleted. The disk retains the 
blocks of the deleted files and they can be restored if 
needed. The concept had been previously used by some 
versions of VMS [26]. However, some new File Systems 
have been proposed recently e.g. Elephant [27,28] and 
Moraine [29], which have different policies for different 
types of files and a better interface for the user.  

The students are called upon to explore new deleting 
timing of the blocks in such a file system [30]. There are 
some suggestions in the current file systems for this timing. 
Techniques yielding optimal results should be discussed. In 
addition, should the policy offered by the file systems be 
selected by the user or should be automatically selected by 
the operating system? There is a dispute among the 
researchers in this field what is better [31] and the students 
are called upon to take a stand. 

 
3. Algorithms Improvements 

Many known algorithms are utilized by the operating 
system. In this section we suggest showing the students 
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how these algorithms are adapted by the operating system 
encouraging improvements on  these algorithms. 

 
3.1.  ARC 
In 1946 Von-Neumann suggested a hierarchy of 

memories. This concept has been accepted by almost all of 
the computer manufacturers. In such a hierarchy each of 
the memories has a greater capacity than the preceding but 
it is less quickly accessible. When there is no more room in 
the faster memory, the selecting of the "victim" to be taken 
out of the faster memory has been traditionally done for 
decades by the LRU algorithm. The LRU is fast and easy 
for implementation and has been utilized by many 
operating systems, but is there a better algorithm? 

We suggest introducing new techniques previously 
suggested such as LRU-K [32], 2Q [33], LRFU [34]. The 
students should be able to criticize the techniques in several 
parameters: 

• The complexity of the algorithm and time 
overhead. 

• How fast the algorithm can identify “stale” block 
• How fast the algorithm recognizes that a block is 

frequently used and should be in the faster 
memory. 

• The space overhead needed by the algorithm. 
ARC is a recently invented method [35,36,37]  

considered the best known yet. The students may be 
encouraged to attempt to challenge the method.  
 
4. Statistical studies  

Some of the research in the field of operating systems 
applies to the statistical properties of the operating systems, 
which can detect common flaws of operating systems and 
help solve them. In turn we may infer which sections of the 
operating system are more essential. 

 
4.1.  Operating System Bugs 
Operating Systems like many other softwares are not 

bug-free. Some studies have been conducted over the years 
to analyze bugs on common operating systems like Linux 
[38,39] and WindowsNT [40]. These studies can help us 
enumerate the number of bugs an ordinary operating 
system has. Windows generally has more bugs than Linux. 
The students may come up with reasons for this.  

Another important question is where most of the bugs 
emerge. The studies show that the device drivers are 
usually the buggiest section in the kernel. Many 
developers, who are more familiar with the devices than the 
kernel, will usually write the Device Drivers. In addition 
only a few users may have a given device; hence it will be 
less “battle-tested” than the other sections of the kernel. 

The students are shown how this information can help 
them and how they can improve their products [41]. In 
complex software systems such information is essential 
[42]. They may be shown which sections are less 
trustworthy. In addition, they may be shown common 

reasons for bugs; e.g. Cut-and-Paste in code writing can be 
harmful sometimes [43]. Bug lifetime is also an interesting 
parameter that may show students the standards in the 
operating system market.  
 

4.2.  Benchmarking 
Typically, when a product needs to show its 

performance, it will demonstrate the results by 
benchmarking. The same usage of benchmarks is done 
when writing a scientific paper. The benchmarking is 
selected by the author. This gives the author a wide 
spectrum of subjective representation of the paper results 
[44,45]. 

The Operating Systems field is not different [46]. 
There are several common benchmarking standards like 
SPEC [47], but researchers do not tend to take the 
standards seriously. Many papers contain just partial results 
and sometimes even results of just one program out of the 
benchmark suite [48,49]. Moreover, usually authors of 
papers with the partial results neglect to explain the 
omission of the missing measurements. 

This subject is very important for students who are 
going to be the next generation of the research community. 
They should study how to test their ideas with integrity. 
Hiding the drawbacks and the limitations sets a bad 
example for students. Honest benchmarking is an essential 
part of a good paper. 

 
5. Conclusions 

The undergraduate course of Operating Systems 
usually focuses on Non-Distributed Operating Systems, 
while the graduate Operating Systems course focuses in 
many universities on Distributed Operating Systems. Many 
instructors feel that the advanced subjects can be found in 
the Distributed Operating Systems field, and that the Non-
Distributed Operating Systems has very little to offer. This 
paper has shown that there are enough topics to teach in the 
Non-Distributed Operating Systems course; thus the 
conclusion of this paper is that there should be two 
advanced courses - one on Non-Distributed Operating 
Systems and one on Distributed Operating Systems. 
Ignoring the Non-Distributed Operating Systems is actually 
ignoring most of the computers in the world which are not 
distributed. 
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