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Abstract: Given a natural language cleartext and a ciphertext obtained by Hu�-man coding, the problem of guessing the code is shown to be NP-complete for variousvariants of the encoding process.One of the best known compression techniques is due to Hu�man [3], whichis optimal for any given probability distribution in the sense that it achieves aminimum redundancy code, provided each codeword consists of an integral numberof bits. The aspect of using Hu�man codes also as an encryption method has beenconsidered in [6] and recently in [4], where it was motivated by an application tostoring a large textual database on a CD-ROM. The text of the database had notonly to be compressed, but also to be encrypted to prevent illegal use of copyrightedmaterial. In this paper we show that various decoding problems involving variablelength pre�x codes, of which Hu�man codes are a special case, are NP-complete,and suggest some methods how this could be exploited to increase the cryptographicsecurity of using such codes. We do not, however, seek absolute secrecy as might berequired in some military applications. Since we consider mainly literary cleartextswhich are in the public domain, all we need is to make the cryptanalysis di�cultenough so that the cost of the decryption e�ort exceeds the potential pro�t of\breaking the code".In the sequel, we refer to the elements �1; : : : ; �n of an alphabet � as letters,and to the elements of a text as characters, i.e., letters counting their multiplicity.{ 1 {



Thus the text people consists of 6 characters and 4 letters.We consider the problem of \breaking a code". First, we consider it for a modelwhere every character or run of identical characters is encoded individually. Givenis a cleartext T = t1 � � � th, where the ti are the elements to be encoded, and aciphertext S, which is a binary sequence of which the opponent knows that it is apre�x encoding of T ; that is, he knows T and S and that there is a partition of Sinto codewords c(t1); : : : ; c(th) which satisfy the following two conditions:(1) the set of the di�erent codewords in the sequence fc(t1); : : : ; c(th)g is a pre�xset, i.e., no c(ti) is the proper pre�x of any other (the fc(ti)g are not neces-sarily a complete code, as not all the characters of the alphabet need appearin T );(2) the encoding de�ned by the sequence is consistent, that is, c(ti) = c(tj) ifand only if ti = tj , for all 1 � i; j � h.The opponent's objective is to �nd the code, i.e., the function c().In many applications, the cleartext T is a small subset of a large database T .In [4], T is the Tr�esor de la Langue Fran�caise, a French database with 112 millionwords of running text. Recently, the French government, which owns the database,has decided to store it on CD-ROM, and to restrict the printout of retrieved locationsto at most 300 characters of cleartext. The small subset of cleartext T might be theshort context of some keyword retrieved in response to a query. Then a portion ofciphertext containing the encryption of this context is typically downloaded fromthe CD-ROM into RAM, and we may therefore assume that the opponent has accessto it. In this case, the decryption attempt of the opponent could be based on thestatistics of the letter frequencies in the full text T , which are well known, ratherthan on analyzing only the given cleartext T . These statistics enable one to guessthe codeword lengths within a small error. Each such guess induces a partition ofthe ciphertext. This partition is then subjected to the above tests (1) and (2). Anypartition passing these two tests successfully can be accepted by the opponent asconstituting a valid function c().A way to prevent such decryption attempts is by adding some random bits tothe ciphertext, increasing its size by a small constant factor. Suppose we decide to{ 2 {



encode our text T using some code fc(�i)g, with jc(�i)j = `i for i = 1; : : : ; n, where,here and below, jxj denotes the length (number of characters) of the string x. Wethen choose certain indices j and (small) integers `0j , and adjoin to each occurrenceof c(�j) a su�x of `0j random bits, that is, di�erent occurrences of c(�j) may befollowed by di�erent su�xes of length `0j ; this does not a�ect the pre�x property ofthe code, as for decoding, the `0j bits following an occurrence of c(�j) are simplyskipped. It follows that �j is now encoded by `j + `0j bits, but the above indicatedattack for constructing c() would fail, because condition (2) is not true anymore. Ifthe opponent knows about this strategy, he must now guess which bits to skip. Thefollowing theorem shows that a similar problem is NP-complete.De�ne a meta-character to be either a character or a run of adjacent identicalcharacters. De�ne SPC, the Subsequence Pre�x Code problem, as follows:SPC (Subsequence Pre�x Code). Input : ` 2 Z+, p 2 Z+, a sequence T =ft1; : : : ; thg of text-characters over the letters f�0; : : : ; �ng, with �xed n � 1, and abinary sequence S. Question: Is there a subsequence S0 of S, jS0j = `, such that S0can be partitioned into codewords, the lengths of which belong to fs; s+1; : : : ; s+pgfor some s 2 Z+, such that the set of these codewords forms a pre�x code and suchthat each codeword in S0 encodes a meta-character of T?Theorem 1. SPC is NP-complete.Proof: Given the subsequence S0 and its partition into codewords, a linear scanof S0 can verify that the lengths of the codewords are indeed in the required range.Given the partition of T into meta-characters f�1; : : : ; �h0g, we have to check thatthe partition of S0 induces a consistent encoding of T , that is, �i = �j if and only ifc(�i) = c(�j), for 1 � i < j � h0. This can be checked by a linear scan of T and S0using a table of size O(h). Moreover, it can be veri�ed in at most O(h2) steps thatc(�i) is not a pre�x of c(�j) unless i = j. Thus SPC 2 NP .For the reduction, we need the following problem, which is known to be NP-complete (see Garey & Johnson [2]).SUS (Subset Sum). Input : (a1; : : : ; am) 2 (Z+)m, B 2 Z+ with B � Pmi=1 ai.Question: Is there a binary vector ("1; : : : ; "m) such that Pmi=1 "iai = B?{ 3 {



We show SUS / SPC. Let (a1; : : : ; am) 2 (Z+)m and B 2 Z+ be an instanceof SUS. Let A = Pmi=1 ai. We construct an instance of SPC. We let k = 1 +dlog2(m + 1)e and create the m + 1 codewords d0; : : : ; dm, where d0 is a string ofk + 1 1's, and for 1 � i � m, di is the k-bit binary representation of i� 1 (i.e., thebinary representation of i � 1, padded on the left with leading 0's to �ll to lengthk), followed by a trailing 0-bit. Replacing any di by its k-bit pre�x preserves thepre�x property.De�ne now m+ 1 meta-characters �0; : : : ; �m by�0 = �0 �i = (�1+(i�1) mod n)b(i�1)=nc+1 for 0 < i � m;where xy designates, here and below, the concatenation of the string x by itself ytimes, and x1x2 is the concatenation of x1 followed by x2. In other words, �i = �ifor 0 � i � n, then �i = (�i�n)2 for n < i � 2n, etc.De�ne the text T and the binary sequence S byT = �(�0�1)a1(�0�2)a2 � � � (�0�m)am	; S = �(d0d1) a1(d0d2) a2 � � � (d0dm) am	:Note that 2A � jT j � (dm=ne+1)A and that jSj = 2(k+1)A, which are exponentialin the input length 
(Pmi=1 log ai). This follows from the fact that SUS is solvablein pseudo-polynomial time (see [2]), so in its NP-complete instances, the weightsai are exponentially large with respect to the number m of the weights. Lettingm = qn+ r, 0 � r < n, we construct succinct representations T 00 and S00 of T andS:T 00 = ��0; �1; 1; a1; � � � ;�0; �n; 1; an;�0; �1; 2; an+1; � � � ;�0; �n; 2; a2n; � � � ;�0; �1; q;a(q�1)n+1; � � � ;�0; �n; q; aqn;�0; �1; q + 1; aqn+1; � � � ;�0; �r; q + 1; am	S00 = �d0; d1; a1; � � � ; d0; dn; an; d0; dn+1; an+1; � � � ; d0; d2n; a2n; � � � ;d0; d(q�1)n+1; a(q�1)n+1; � � � ; d0; dqn; aqn; d0; dqn+1; aqn+1; � � � ; d0; dm; am	;where the �i are encoded by the logarithms of their indices and all numbers areencoded in binary. In particular, all the ai are encoded in binary (with dlog2 aiebits). Then jT 00j and jS00j are linear in the input length. Also A can be written withlog2A �Pmi=1 log2 ai bits.We complete the construction by letting p = 1 and ` = 2kA+ A+ B (thus S0is obtained by deleting some A� B bits from S).{ 4 {



Suppose there is ("1; : : : ; "m) 2 f0; 1gm with Pmi=1 "iai = B. We de�ne thecodewords c as follows: c(�0) = d0; c(�i) is the k-bit pre�x of di (and the rightmost0-bit deleted) if "i = 0; c(�i) = di if "i = 1 (1 � i � m). Then fc(�i)gmi=0 is a pre�xcode and S0 = �(c(�0)c(�1))a1(c(�0)c(�2))a2 � � � (c(�0)c(�m))am	 is an encoding of Tof length jS0j = Pmi=1(k + 1 + k + "i)ai = 2kA+ A + B = `. The codewords havelengths k or k + 1, so p = 1 as required.Conversely, suppose S0 � S, jS0j = `, that the set of codewords in S0 is pre�xand that S0 is an encoding of T each of whose codewords has length s or s+ 1 forsome s 2 Z+.Claim: The partition of T into meta-characters to be encoded consists of ai occur-rences of �0�i, 1 � i � m, and the codeword corresponding to �i is either di or thek-bit pre�x of di, 0 � i � m.Proof of the Claim: By induction on i. As to the partition of T into meta-charactersto be encoded, since a meta-character consists only of a run of identical characters,and in the pre�x (�0�1)a1 of T , �0 and �1 alternate, there is no other possibility toparse this pre�x into meta-characters.As to the lengths of c(�0) and c(�1), consider the pre�x �0�1�0�x of T , wherex = 1 or x = 2, depending on whether a1 > 1 or not. Consider the pre�x1k+10k+11k+10k�1 of S. Because of consistency, the lengths of both c(�0) andc(�1) must be larger than (k + 1)=2, otherwise both c(�0) and c(�1) would consistonly of 1's. If the length of c(�0) is larger than (k + 1)=2 but smaller than k, thenc(�0) consists of a string of 1's of length < k, so that due to the assumption thatcodeword lengths can di�er by at most 1, c(�1) is also of length at most k (buthas at least one 0 in its su�x), but then the encoding c(�0) of the third characterwould start with a 0, contradicting consistency. If the length of c(�0) is larger thank + 1, then jc(�1)j must be at least k + 1, so that c(�1) would include some 1's ofthe second block of 1's, but then the encoding of the third and �rst characters areinconsistent because the former has less 1's as pre�x. Thus jc(�0)j is either k + 1(i.e., c(�0) = d0) or k (i.e., c(�0) is the k-bit pre�x of d0). In either case, the �rstc(�1) begins with the �rst 0 of S. It follows that jc(�1)j cannot be less than k ormore than k+1, as otherwise the encoding of the third character would either startwith a zero, or have at least one zero in its su�x. Thus c(�1) is either d1 or its k-bit{ 5 {



pre�x, proving the induction claim for i � 1.Suppose the claim is true for i < j, so that the partition of a pre�x of T intometa-characters consists of ai occurrences of �0�i for i < j, but that the immediatelyfollowing substring (�0�j)aj of T is not parsed as aj occurrences of �0�j . Supposethat a pre�x of (�0�j)aj is parsed as (�0�j)a�0�u, with 0 � a < aj and u 6= j. Itis not possible that u < j, because �u already appeared earlier in the partition ofT and has, by the inductive hypothesis, du or its k-bit pre�x as the correspondingcodeword; however, the corresponding bitstring in S is di�erent from du, contra-dicting consistency. But u > j is also impossible, since this would mean that morethan b(j � 1)=nc+ 1 adjacent occurrences of �1+(j�1) mod n are encoded here as asingle meta-character, whereas the text doesn't contain so many. Thus u = j, whichproves the �rst part of the claim.As to the second part, we know from the inductive hypothesis that �i is encodedby di or its k-bit pre�x, for i < j, so that the encoding of the substring of T startingwith (�0�j)aj starts with d0djd0. Note that d0 consists of k + 1 1's, while dj hasa leading and trailing 0. It follows that jc(�j)j cannot be less than k or more thank+ 1, as otherwise the encoding of the second �0 of the block (�0�j)aj would eitherstart with a zero, or have at least one zero in its su�x. Thus c(�j) is either dj orits k-bit pre�x, proving the induction claim.It follows from the claim that s = k. The codeword c(�0) cannot be the k-bitpre�x of d0, because then even if jc(�i)j = k + 1 for all 0 < i � m, the length of S0would only be 2kA+ A < `. Thus c(�0) = d0. It follows that for 1 � i � m, thereis an "i 2 f0; 1g such that the length of c(�i) is k + "i. We have2kA+ A+ B = ` = jS0j =Pmi=1(jc(�0)j+ jc(�i)j)ai =Pmi=1((k + 1) + (k + "i))ai;thus Pmi=1 "iai = B, which shows that ("i; : : : ; "m) is a solution of the given SUS-instance.If inserting new bits into the ciphertext makes decoding more di�cult, it re-duces, on the other hand, the compression e�ciency. In the following theorem weshow that decoding may still be di�cult, even if no new bits are inserted, if wedo not insist on encoding each meta-character of the cleartext T individually. The{ 6 {



idea is that if one can use also general variable length strings in T , this puts theadditional burden on the opponent of guessing not only the partition of S, but alsothat of T . This is one of the defenses against a cryptographic attack suggested in [6].In [5] and [4], some heuristics are suggested for choosing the variable length strings.Choosing a set of strings so as to maximize compression may be intractable, sinceif its elements are restricted to be the pre�xes or su�xes of words in the text, theproblem has been shown in [1] to be NP-complete. Thus even if the opponent quitenaturally assumes that we try to optimize compression, he still has to guess the setof elements used.We could, for example, decide that this set should include the single (upperand lower case) letters, k1 out of the n1 most frequent bigrams, k2 out of the n2most frequent trigrams, k3 out of the n3 most frequent words of any length, andother frequent strings. It is easy to compile a list of the most promising variablelength strings of this kind, and compression e�ciency will barely be a�ected bythe preference of a speci�c subset over another, if these subsets include a largeenough number of elements. The corresponding Hu�man codes, however, can becompletely di�erent. Thus the exact set could be chosen at random, with �n1k1�choices for the bigrams, �n2k2� for the trigrams, etc. The indices ji of the chosensubsets are our secret key (1 � ji � �niki�). The number of choices is maximizedby setting ki � ni=2, yielding a number of possibilities of order 2�ni . Thus thepossibility of the opponent guessing the key, which would also let him guess thepartition of the cleartext and the lengths of the corresponding codewords, can beruled out.Though the determination of the secret key is di�cult, there might presumablybe a direct way of decrypting the given ciphertext. We now show that also any suchattempt seems to be very hard. We �rst consider the case where in the partition ofT only simple meta-characters or pairs consisting of a meta-character followed by acharacter are allowed and where the lengths of the codewords in S are restricted tocertain values. De�ne the following problem:RPE (Restricted Pre�x Encoding). Input: z 2 Z+, a sequence T = ft1; : : : ; thgof text-characters over the letters f�0; �1; : : : ; �ng with �xed n � 1, and a binarysequence S. Question: Is S a pre�x encoding of T satisfying the restrictions stated{ 7 {



below, in other words, can T be partitioned into ` elements and S into ` codewordssuch that the set C of these codewords forms a pre�x code and such that the sequenceof codewords in the partition of S encodes the sequence of elements in the partitionof T? The additional restrictions are:1. each element in the partition of T consists either of a meta-character, or of ameta-character followed by a single character;2. each codeword in the partition of S has length 1, s or s+ 1 for some s 2 Z+;3. there are precisely z occurrences of codewords of length 1 in the partition of S.Theorem 2. RPE is NP-complete.Proof: Given sequences T and S and their partitions into elements and codewords,a linear scan of S can verify that there are precisely z codewords of length 1. Letf1; : : : ; f` denote the elements of the partition of T , where each f is either a singlemeta-character or a meta-character followed by a character. There are at mostO(h2) di�erent elements in the partition of T . We have to check that the partitionof S induces a consistent encoding of the partition of T , that is, fi = fj if and onlyif c(fi) = c(fj). This can be checked by a linear scan of T and S using a table ofsize O(h2). Moreover, it can be veri�ed in at most O(h4) steps that c(fi) is not apre�x of c(fj) unless i = j. Thus RPE 2 NP .We show SUS / RPE. Let (a1; : : : ; am) 2 (Z+)m and B 2 Z+ (B �Pmi=1 ai)be an instance of SUS. We construct an instance of RPE. Let k be de�ned byk = dlog2(m+ 1)e. For 1 � i � m, let di be the k-bit binary representation of i� 1(i.e., the binary representation of i � 1, padded on the left with leading 0's to �llto length k), preceded by a leftmost 0-bit and followed by a rightmost 1-bit; thenthe set of m codewords d1; : : : ; dm is a (non-complete) pre�x code, with all of itscodewords of length k + 2. The pre�x property is preserved if the codeword 1 isadded to the set, or if any (k+ 2)-bit codeword is replaced by its (k+ 1)-bit pre�x.Let A =Pmi=1 ai. As in the proof of Theorem 1, we de�nem+1 meta-characters�0; : : : ; �m by�0 = �0 �i = (�1+(i�1) mod n)b(i�1)=nc+1 for 0 < i � m:{ 8 {



We de�ne the text T and the binary string S byT = f�4(m+2)A0 (�1�0)4a1(�2�0)4a2 � � � (�m�0)4amg;S = f14(m+2)Ad 4a11 d 4a22 � � �d 4amm g:We have 4(m + 4)A � jT j � 4(m + dm=ne + 3)A and jSj = 4(k +m + 4)A, sincejdij = k + 2 (1 � i � m). Thus jT j and jSj are exponential in the input length,but can be rewritten succinctly as in the proof of Theorem 1. The construction iscompleted by letting z = 4(m+ 2)A+ 4B.Suppose SUS has a solution ("1; : : : ; "m) 2 f0; 1gm with Pmi=1 "iai = B. Wede�ne the codewords c 2 C by c(�0) = 1, and by c(�i�0) = di if "i = 0; c(�i)c(�0) = diif "i = 1, i.e., c(�i) is the (k + 1)-bit pre�x of di, and it is followed by c(�0) = 1.Then C is a pre�x code, S is an encoding of T with s = k + 1, and the number ofoccurrences of c(�0) is4(m+ 2)A+ mXi=1 4ai"i = 4(m+ 2)A+ 4B = z:Conversely, suppose S is an encoding of T using elements of a pre�x codeC whose codewords have length 1, s or s + 1 for some s 2 Z+, and that thereare precisely z occurrences of codewords of length 1 in the partition of S. LetR = �4(m+2)A0 be the pre�x of length 4(m+2)A of T , and denote by T 0 the su�x ofT obtained by deleting the pre�x R, and by S0 the su�x of S obtained by deletingthe pre�x 14(m+2)A.Claim 1: In the partition of R into meta-characters and pairs of the form (meta-character, character) to be encoded, each �0 in R is encoded by itself, and c(�0) = 1.Proof of Claim 1: The string T 0 contains at most 4(dm=ne + 1)A < z characters.Hence some element in R is necessarily encoded by a single bit. If this element is ameta-character of the form � j0 or a pair of the form (� j�10 ; �0) for some j > 1, thenthere are at most 4(m+2)A=j < z such elements, because a string of more than oneconsecutive �0 appears only in R. Thus the element which is encoded by a singlebit must be �0.There are 4(k + 2)A bits in S0, so the total number of zeros in S is less than4(k + 2)A � z (since k � m). It follows that c(�0) = 1. But then it is not possible{ 9 {



that any meta-character of the form � j0 or any pair of the form (� j�10 ; �0) for somej > 1 is encoded, nor is it possible that a su�x � j0 of R, for some j > 0, is encodedtogether with the following �1, because the corresponding codewords in the partitionof S would start with a 1, violating the pre�x property. Thus each of the 4(m+2)A�rst �0's is encoded by the single bit 1.Claim 2: In the partition of T 0 into elements to be encoded: (1) every meta-character is of maximal length, i.e., in any substring �0�ji �0 of �0T 0, the run �ji isparsed as one block, either as a single meta-character, or as the pair �ji �0; (2) thereis no pair of the form �0�i; and (3) the bits in S corresponding to �i�0 are di, inthe sense that either �i�0 is encoded as one element by di, or �i is encoded by the(k + 1)-bit pre�x of di and �0 is encoded by 1.Proof of Claim 2: By induction on i. Suppose that there is an element in thepartition of T 0 that is encoded by more than k + 2 bits. Then we are left with atleast 4A�1 elements in T 0, each of which is encoded by at least k+2 bits, so that thelength of the encoding of T 0 is at least (4A� 1)(k+2)+ (k+3) > 4A(k+2) = jS0j.Thus the length of the encoding of no element can exceed k + 2.Consider the �rst few characters (�1�0)4 of T 0, and consider the pre�x(0k+11)4 of S0. Suppose that the �rst �1 of T 0 is encoded on its own and thatjc(�1)j = k+2. Then the following �0 in T 0 is not encoded on its own, since the fol-lowing bit in S0 is 0, and we know by Claim 1 that c(�0) = 1. But if �0�1 is encodedas one element, then jc(�0�1)jmust be k+2 or k+1, contradicting either consistencyor the pre�x property. Thus if the �rst �1 is encoded on its own, jc(�1)j must beless than k+ 2. It cannot be less than (k+ 2)=2, since then the following codewordwould also consist only of zeros. If jc(�1)j = k0, with (k+ 2)=2 � k0 � k, then againthe following bit in S0 is 0, so that the second character �0 must be encoded togetherwith the following �1, and a pre�x of c(�0�1) is 0k+1�k0 . But jc(�0�1)j is then atmost k + 1, so that the next codeword must start with at least k + 2� k0 zeros; onthe other hand, the next characters in T 0 are again �0�1 (because there are at least4 occurrences of �1�0 in the pre�x of T 0), and �0 cannot be encoded on its own, sothe next codeword is also c(�0�1), violating consistency. If jc(�1)j = k + 1, the nextcodeword starts with a 1, and because of the pre�x property, the next codewordmust then be 1, so it is c(�0). { 10 {



Suppose now that the �rst �1 is encoded together with �0, and suppose thatthe second pair �1�0 is also encoded together. If jc(�1�0)j < k+2, then c(�0�1) mustconsist only of zeros, so k0 = jc(�1�0)j is at most (k+1)=2. The partition of the pre�xof S0 into codewords consists therefore of r � 2 occurrences of 0k0 , followed by acodeword containing a 1, followed again by a codeword consisting only of zeros. Thelength of this codeword cannot be di�erent from k0 because of the pre�x property,so it must be the encoding of �1�0 because of consistency. However, there is nopossibility to parse the pre�x (�1�0)4a1 of T 0 into elements to be encoded such thatthe �rst r and the (r + 2)-nd elements are �1�0, but the (r + 1)-st element beingdi�erent. Thus if both the �rst and the second pair �1�0 are encoded together, wemust have jc(�1�0)j = k + 2.Still assuming that the �rst pair �1�0 is encoded together, suppose now that thefollowing �1 is encoded on its own. Suppose jc(�1�0)j = k0 < k+2, and consider thefourth character, �0. If it is encoded together with the next (the third) �1, then the�rst three codewords satisfy jc(�1�0)j < k + 2, jc(�1)j � k + 2 and jc(�0�1)j � k + 2.Thus c(�0�1) starts with at least k + 2 � k0 zeros and must include the second 1(the 2k+4-th bit) of S0, otherwise it would consist only of zeros. But then the nextcodeword starts with a 0, so it cannot be c(�0), therefore it must be c(�0�1) (sincethere are at least 4 occurrences of �1�0 at the beginning of T 0), but the correspondingbits in S0 start with at least k+3� k0 zeros, a contradiction. It follows that also inthe case that the second �1 is encoded on its own, we have jc(�1�0)j = k + 2.Summarizing, we have shown that the �rst characters �1�0 of T 0 are eitherencoded together by d1, or �1 is encoded on its own by the (k + 1)-bit pre�x of d1,and �0 is then encoded on its own by 1. Suppose this is true for the �rst u� 1 pairs�1�0, 0 < u� 1 < 4a1, then we know that the bits corresponding to the encoding ofthe following characters in T 0 start with 0k+11, which implies, by consistency andthe pre�x property, that the u-th pair �1�0 of T 0 is also either encoded together byd1, or �1 is encoded on its own by the (k+1)-bit pre�x of d1, and �0 is then encodedon its own by 1. This concludes the proof for i = 1.Assume the claim is true for i < v and let T 00 be the su�x of T 0 starting with(�v�0)4av . By the induction hypothesis, the encoding of T 00 starts with davv .{ 11 {



Consider the partition of T 00 into elements to be encoded. Each such elementis encoded either by k + 2 or k + 1 bits. Consider the �rst element encoded byk+1 bits, if any; since the �rst bit of the codeword in S0 corresponding to the nextelement is 1, this must be the codeword 1 because of the pre�x property, so thefollowing encoded element in T 00 must be �0. If D is the number of elements �0 inthe partition of T 00, it follows that exactly D elements are encoded by k+1 bits, Dare encoded by 1 bit and the others by k + 2 bits.Suppose that the �rst �v is not parsed as a single meta-character, but that itspre�x �v0 , with v0 < v, is encoded as a single unit, either as the meta-character �v0 ,or as a pair, together with the following character. The length of the correspondingcodeword must then be k+2, because it cannot be less than k+1 or more than k+2,and if it were k + 1, the next codeword would start with a 1, contradicting eitherconsistency or the pre�x property, since the following character in T 00 is not �0. Thusthe codeword corresponding to �v0 or to the pair �v0 followed by the next character,is dv. We are then left with at least A0 =Pmi=v 4ai elements in the partition of T 00,which are encoded by at least (A0 � D)(k + 2) + D + A0(k + 1) = (k + 2)A0 bits,which is impossible, since only (k+2)(A0� 1) bits remain in S0. It follows that the�rst �v is parsed as a single meta-character.Suppose that the �rst �v is encoded on its own and that c(�v) = dv. Then thenext codeword must also be dv because of the pre�x property, which means that thenext element should again be �v; however, the next element starts with �0. Thusif the �rst �v is encoded on its own, we have jc(�v)j = k + 1, and the next elementis �0. If, on the other hand, the �rst �v is encoded together with the following �0,jc(�v�0)j cannot be k + 1, as the next bit in S0 would be 1 and the next element isnot �0, so we have jc(�v�0)j = k + 2. As above, consistency and the pre�x propertyimply that this is also true for subsequent pairs �v�0, showing that the claim is truefor i = v.By Claim 2 we know that in the partition of T 0, all the pairs �i�0 are eitherencoded as a single element, or as two elements: the meta-character �i followed bythe character �0. For every i 2 f1; : : : ;mg the encoding of �i�0 may thus be eitherby the single codeword di of length k+2, or by two codewords c(�i)c(�0), where c(�i)is the (k+1)-bit pre�x of di. Now the pre�x property implies that for every �xed i,{ 12 {



precisely one of these two possibilities prevails for all the 4ai occurrences of di. Thuswe may de�ne ("1; : : : ; "m) 2 f0; 1gm such that "i = 0 if and only if �i�0 is encodedby the single codeword di (1 � i � m). The number of occurrences of the codeword�0 is thus 4(m + 2)A +Pmi=1 4ai"i which must be equal to z = 4(m + 2)A + 4B.Thus B = Pmi=1 "iai, so that ("1; : : : ; "m) is a solution of the given instance ofSUS.Note that though z is given, the problem is NP-complete. The point is that evenif the opponent guesses the element encoded by a single bit, not all its occurrencesare necessarily encoded by a single bit, due to a di�erent parsing.We now de�ne a less restrictive version of RPE.PE (Pre�x Encoding). Input: Positive integers z; `1; p and q, a sequence T =ft1; : : : ; thg of text-characters over the letters f�0; �1; : : : ; �ng with �xed n � 1,and a binary sequence S. Question: Is S a pre�x encoding of T in the sense de�nedin RPE, satisfying:1. each element in the partition of T consists either of a single meta-character or ofup to p� 1 consecutive meta-characters followed by a character;2. the lengths of the codewords in the partition of S belong to the set f`1; `2; : : : ; `qg,where `1 < `2 < � � � < `q and `1 = `j � `i for some 1 < i < j � q;3. there are precisely z occurrences of codewords of length `1 in the partition of S.Corollary. PE is NP-complete.Proof: Restricting PE to the values `1 = 1, p = 2 and q = 3 we get RPE, whichis NP-complete by Theorem 2.Returning to our application of storing, in encrypted form, a large literarydatabase on a CD-ROM, we conclude that there is probably no polynomial algorithmfor breaking the code, unless P = NP . The price of applying a non-polynomialalgorithm will, on the other hand, even for subtexts of moderate length, soon exceedthe value an opponent might gain by infringing on the copyright. Thus Hu�mancoding, which is widely known to yield e�cient compression, can also, in certainapplications, be useful as an encryption method.{ 13 {
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