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ABSTRACT
We demonstrate EFFECTS, an automated system for explorable and
explainable feature extraction for multivariate time series classi-
fication. EFFECTS has a twofold contribution: (1) It significantly
facilitates the exploration of MTSC data, and (2) it generates in-
formative yet intuitive and explainable features to be used by the
classification model. EFFECTS first mines the MTS data and extracts
a set of interpretable features using an optimized transform-slice-
aggregate process. To evaluate the quality of EFFECTS features,
we gauge how well each feature distinguishes between every two
classes, and how well they characterize each single class. Users
can then explore the MTS data via the EFFECTS Explorer, which
facilitates the visual inspection of important features, dimensions,
and time slices. Last, the user can use the top features for each class
when building a classification pipeline.

We demonstrate EFFECTS on several real-world MTSC datasets,
inviting the audience to investigate the data via EFFECTS Explorer
and obtain initial insights on the time series data. Then, we will
show how EFFECTS features are used in an ML model, and obtain
accuracy that is on par with state-of-the-art MTSC models that do
not optimize on explainability.

CCS CONCEPTS
• Mathematics of computing → Time series analysis; Ex-
ploratory data analysis; • Information systems → Temporal
data.
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1 INTRODUCTION
The development of data science pipelines for multivariate time se-
ries classification (MTSC) has become increasingly important in re-
cent years due to the proliferation of computing devices, platforms,
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Figure 1: ERing dataset sample (taken from [10])

and IoT sensors [9]. However, exploring the data and extracting
important features is especially difficult in the context of MTSC.
Unlike standard, tabular data, the raw signals in MTSC data are
often unintuitive and difficult to interpret. Therefore, users must
possess domain knowledge and employ appropriate data transfor-
mation and aggregations to discover features that point out the
differences between the time series classes.

While feature extraction from time series data can be done auto-
matically by statistical [1] or shape-based tools [11], the resulting
features from such frameworks are often complex and difficult to
interpret. For illustration, consider the following example.

Example 1.1. Data Scientist Clarice is building a classification
model for the ERing dataset [10]. The data was generated by a ring
device with 4 electric field sensors that captured data from users
who were asked to perform hand gestures, such as Fist, Point, Ring,
and Grasp (See Figure 1 for a sample).

As the raw sensor data is not very meaningful, she applies the
Tsfel [1] tool, which extracts hundreds of statistical characteristics
from the time series. She then feeds the extracted tabular data to a
decision tree classifier. When looking at the important features, she
sees that the top-1 feature is fft_coeff_attr_‘angle’_coeff_1,
but it is difficult to interpret and understand. □

To this end, we demonstrate EFFECTS, an Explorable and ex-
plainable Feature Extraction framework for multivariate Time Se-
ries Classification. EFFECTS efficiently extracts meaningful, inter-
pretable features from the time series data and, more importantly,
it then explains how they contribute to the identification of each
class or the separation between different classes.

In a nutshell, EFFECTS first generates a set of candidate fea-
tures from the time series data using a three-step Transform-Slice-
Aggregate process, where a range of transformation functions is
applied on different intervals of the raw signals, then a scalar value
is computed via numerous aggregation functions. As the number
of such features is exponentially large, EFFECTS uses an efficient,
linear-time slice discovery algorithm that effectively detects promis-
ing time slices, in which in-class signals are similar and cross-class
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Figure 2: EFFECTS Class Characterization Overview. This view illustrates the top-k features and corresponding time slices that
distinguish each class. Each horizontal line represents a single EFFECTS feature, where its length and location depict the feature’s time
interval, its color depicts the class, and the line type represents the dimension that the feature is calculated from. Important time slices
appear in a darker color.

signals are different. Next, EFFECTS calculates multiple scores that
measure their ability to distinguish between classes and to identify
each individual class. The scores are then aggregated in several
ways to asses the overall feature importance, as well as of time
intervals and dimensions.

The feature scores are then utilized by the EFFECTS Explorer
which assists users in understanding theMTS dataset and effectively
building an ML classification pipeline. Beginning with an overview
of locations with important features that characterize each class
(see, e.g., Figure 2), then further examining more specific aspects
such as: What are the top features that separate the classes ‘Pointing’
and ‘Ring’? What time slices, on which dimension, characterize the
‘Ring’ gesture? (See, e.g., Figure 4). Last, the user can choose, based
on the feature scores and the insights gained thus far, which of the
obtained features should be included in a classification ML model.

Interactive Demonstration. We demonstrate EFFECTS over a va-
riety of MTSC datasets, showing how quickly users can obtain an
initial assessment of the data, and understand, e.g., what classes
are difficult or easy to isolate, and how certain classes can be distin-
guished from one another. Finally, wewill show that the informative
features discovered by EFFECTS are also highly useful for ML-based
classification, by comparing the accuracy of a model based on EF-
FECTS features, compared to state-of-the-art MTSC models such
as LSTM-FCN [5] and WEASEL+MUSE [7] (both optimize only
on the accuracy of prediction, rather than on the explainability or
explorablity of the features).

Related Work. Numerous tools exist for extracting informative
features from time series data [1, 2, 12]. First, tools such as Tsfel [1]
automatically extract a multitude of features comprising of statisti-
cal characteristics of the time series. Unfortunately, as mentioned in
Example 1.1, such features may be highly difficult to interpret and
gain insights from. Another common approach is Shapelets-based
algorithms, which detect short, distinctive patterns within the time
series [6, 12]. However, shape-based features may be difficult to
explicitly describe, as they represent abstract visual patterns.

A parallel line of research is explaining neural-network models
for MTSC [2, 3]. Such solutions offer ad-hoc convolutional neural
networks (CNN), that also output an estimation of important time
intervals and dimensions, alongside the prediction. While using
CNN for MTSC tasks is convenient and hardly requires processing
the raw data, the explanations provided are rather implicit and are
not directly connected to the raw data.

In contrast, EFFECTS generates intuitive and explicit features,
and is also model agnostic – can be used in various pipelines rather
than just CNN. In addition, EFFECTS provides a dedicated explo-
ration framework for the MTSC task, allowing users to gain useful
insights before building their classification ML pipeline.

2 EFFECTS ARCHITECTURE
An illustration of our system architecture is provided in Figure 3.We
begin this section by briefly describing ourmodel and common time-
series operations, then present the main components of EFFECTS:
Feature Extractor, which uses the Slice Discovery Algorithm for
efficiently detecting promising time intervals; EFFECTS Feature
Scoring, used for measuring the quality of output features; EFFECTS
Explorer, which aggregates and processes the features information
used for an interactive exploration and investigation of the time
series data; Last, we describe how the features can be filtered and
used by data scientists when building ML classification pipelines.

2.1 Model, Definitions, Time Series Operations
Following [7], a single, multivariate time series (MTS)𝑇 is a matrix
of size (𝑚,𝑛), such that 𝑇𝑑,𝑡 is the value of the signal projected on
dimension 1 ≤ 𝑑 ≤ 𝑚, at time point 1 ≤ 𝑡 ≤ 𝑛. An MTSC dataset
𝐷 = ⟨𝑁 × 𝑇,𝐶𝐿⟩ contains 𝑁 multivariate time series 𝑇 1, . . . ,𝑇𝑁

alongside a target classification vector𝐶𝐿 that maps each individual
time series 𝑇 to one of 𝐶 class labels. EFFECTS supports various,
known time-series operations from the three following categories:
transformations, time-interval slicing, and aggregations:
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Figure 3: EFFECTS Workflow & Architecture

(1) Transformations. These operations are mainly used to de-noise
the raw signal and refine it in order to extract meaningful informa-
tion and data patterns. We support various known transformation
functions such as diff (i.e., the derivative of the series), cumulative
sum, and Discrete Fourier Transform.
(2) Time Slicing. The majority of signal information useful for the
classification task often resides only in a limited number of time
intervals, rather than on the entire range. Therefore, features that
are calculated on the entire series may be less meaningful and
reduce the MTSC model performance [8]. we therefore divide the
full range (1, 𝑛) to time slices (𝑎, 𝑏), s.t. 1 ≤ 𝑎 < 𝑏 ≤ 𝑛, and extract
features only onmeaningful, informative such slices. As the number
of possible such slices is exponential, we use an optimized algorithm
for slice discovery, as described below.
(3) Aggregations. Aggregation function of the form 𝑓 𝐴 : R𝑛 → R
are used to generate scalar values from transformed time-slices
obtained in (1) and (2). we support various aggregation functions
such as max, min, sum, trend, and peak.

2.2 Feature Extraction, Slice Discovery
As mentioned above, EFFECTS features are combinations of trans-
formation, slicing and aggregation operations. Namely, each EF-
FECTS feature 𝐹 is defined by 𝐹 B 𝑓 𝐴 (𝑠𝑎,𝑏,𝑑 ), where 𝑠𝑎,𝑏,𝑑 is the
transformed slice between time 𝑎 and 𝑏, from dimension 𝑑 . Natu-
rally, this can result in an exponential number of features, mainly
due to the large number of possible time slices.

We therefore devise a Slice Discovery Algorithm that effectively
detects promising, informative time slices of a transformed MTS.
Ideally, such candidate time intervals should contain data patterns
that (1) identify a class, by demonstrating similar trends in same-
class time series, and (2) separate between different classes, by
demonstrating contrasting trends for time series of different classes.

For each individual timestamp 1 ≤ 𝑡 ≤ 𝑛, we calculate the
following scores:
(1) cohesion factor - 𝐶𝐹 (𝑡) which represents the degree of similar-
ity between time series of the same class. 𝐶𝐹 (𝑡) is calculated by
the negative sum of entropy, for each class 𝑐𝑖 , namely, 𝐶𝐹 (𝑡) =

−∑𝑑<𝑚
𝑑=0

∑
𝑐∈𝐶 𝐻

(
𝑇★
𝑑,𝑡

[𝑐]
)
where 𝑇★

𝑑,𝑡
[𝑐] is the subset of 𝑇★

𝑑,𝑡
that

belongs to class 𝑐 .

Figure 4: Meaningful Time Slices Discovered

(2) Separation Factor – 𝑆𝐹 (𝑡), which measures the disparity of time
series that belong to different classes. The 𝑆𝐹 (𝑡) score is derived
from the sum of KL-divergence for every two classes 𝑐𝑖 , 𝑐 𝑗 ∈ 𝐶 , i.e.,
𝑆𝐹 (𝑡) = ∑

𝑐𝑖 ,𝑐 𝑗 ∈𝐶 𝐷𝐾𝐿

(
𝑇★
𝑑,𝑡

[𝑐𝑖 ] | 𝑇★
𝑑,𝑡

[𝑐 𝑗 ]
)
.

Next, the 𝐶𝐹 and 𝑆𝐹 scores are scaled between 0 and 1 using
min-max scaling, and we calculate the final time-score given by
𝐶𝐹 (𝑡) + 𝑆𝐹 (𝑡) (where 𝐶𝐹 and 𝑆𝐹 are the scaled individual scores).

Finally, we derive meaningful time slices by returning all inter-
vals 1 ≤ 𝑎 < 𝑏 ≤ 𝑛 with a consecutive, high time-score (we use the
mean scaled score as a threshold in our implementation). Figure 4
illustrates the meaningful time series (light-blue areas) extracted
by EFFECTS for the ERing dataset, the 𝐶𝐹 and 𝑆𝐹 scores, and the
cumulative time score.

2.3 Calculating EFFECTS Feature Scores
While computed from promising time slices, the final features gen-
erated by EFFECTS Extractor may vary in their ability to separate
or identify the different classes. We therefore analyze the utility of
an EFFECTS feature, by performing a class-pairwise evaluation of
its ability to distinguish between each two classes. We then lever-
age this analysis to gain an (1) overall importance assessment of a
feature, dimension, and time slice, and (2) an identification difficulty
estimation of a class.

Given a feature 𝐹 and two classes 𝑐𝑖 , 𝑐 𝑗 ∈ 𝐶 , we define the pair-
wise separation score 𝑆𝑐𝑜𝑟𝑒𝑖, 𝑗 (𝐹 ), by calculating the overlap between
the feature value distributions for the two classes. Intuitively, the
lower the overlap between the two classes’ feature distribution –
the higher the feature score. Let 𝑋 be an 𝑁 × |F | matrix that con-
tains the extracted feature values for all 𝑁 time series samples in
our dataset. We further denote by 𝑋 𝐹 [𝑐] the vector containing the
values of feature 𝐹 , for all rows in 𝑋 that are labeled with class
𝑐 . We then determine the histogram overlap between 𝑋 𝐹 [𝑐𝑖 ] and
𝑋 𝐹 [𝑐 𝑗 ] by first dividing the joint space to |𝑀 | bins of equal width,
then checking the class heterogeneity (i.e., entropy) 𝐻 (𝑚) of each
bin𝑚. Finally, the class-pairwise feature score is defined as follows:

𝑆𝑐𝑜𝑟𝑒𝑖, 𝑗 (𝐹 ) =
∑
𝑚∈𝑀 |𝑚 | · 𝐻 (𝑚)

|𝑋 𝑓 [𝑐𝑖 ] | + |𝑋 𝑓 [𝑐 𝑗 ] |
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Figure 5: EFFECTS Classes Separation Explanation. This view shows the best feature for distinguishing between the classes ‘pointing’
and ‘ring’. The figure from the left shows samples from the raw signals on Dimension 0, between timestamps 17 and 35. The middle figure
shows the transformed signals (using diff ), with their aggregated values (using peak) marked by round dots. One can already see that the
aggregated values of ‘Pointing’ samples are high (above 0.5) and ‘Ring’ samples are low (below -0.5). Indeed, as shown in the right-hand-side
figure, which depicts the feature distribution for the two classes, the separation obtained by this figure is very high (score of 0.98).

Using the pairwise feature score as a basis, we can now esti-
mate the overall importance of a feature. This is simply done by
aggregating over the pairwise scores, e.g., using 𝐹𝑠𝑐𝑜𝑟𝑒𝑎𝑣𝑔 (𝐹 ) =∑
𝑐𝑖 ,𝑐 𝑗 ∈𝐶 𝑆𝑐𝑜𝑟𝑒𝑖, 𝑗 (𝐹 ), or 𝐹𝑠𝑐𝑜𝑟𝑒𝑚𝑎𝑥 (𝐹 ) = max𝑐𝑖 ,𝑐 𝑗 ∈𝐶 𝑆𝑐𝑜𝑟𝑒𝑖, 𝑗 (𝐹 ).
Next, we calculate the time-slice importance, by summing the

𝐹𝑠𝑐𝑜𝑟𝑒 of the features extracted from it, i.e., 𝑆𝑙𝑖𝑐𝑒𝑆𝑐𝑜𝑟𝑒 (𝑎, 𝑏) ≔∑
𝐹 ∈F𝑎,𝑏 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐹 ) where F𝑎,𝑏 are all features extracted from the

time slice 𝑎, 𝑏. In a similar manner, we compute the importance of
dimensions and aggregation functions.

Last, wewant to estimate the difficulty of identifying a given class
𝑐𝑘 . We do so by first calculating the Class Characterization Score of
a single feature 𝐹 , which reflects its importance in characterizing
𝑐𝑘 :𝐶𝑠𝑐𝑜𝑟𝑒 (𝐹, 𝑐𝑘 ) =

∑
𝑐𝑖 ∈𝐶 𝑆𝑐𝑜𝑟𝑒𝑘,𝑖 (𝐹 ). The𝐶𝑠𝑐𝑜𝑟𝑒 of a class is then

given by 𝐶𝑠𝑐𝑜𝑟𝑒 (𝑐𝑘 ) =
∑
𝐹 ∈F 𝐶𝑠𝑐𝑜𝑟𝑒 (𝐹, 𝑐𝑘 ).

2.4 EFFECTS Explorer
The explicit features extracted by EFFECTS alongside the scores
calculated for the features, time slices, dimensions, and classes are
used by EFFECTS Explorer in order to provide meaningful insights
for the users that may assist them in understanding the data and
building an effective classification pipeline.

The first view provided by EFFECTS Explorer is the Class Char-
acterization Overview, as depicted in Figure 2. This visualization
utilizes the class characterization and slice importance scores. It
shows the top-k features w.r.t. the characterization scores for each
class, and depicts their origin dimension and time slice. This allows
the user not only to grasp the more informative time slices and
dimension, but also to understand how well their corresponding
features identify each class. EFFECTS Explorer also assists users
in examining what distinguish between a certain pair of classes,
via the Class Separation Explanation, as depicted in Figure 5. Given
two input classes, the system outputs the Top-k features that sepa-
rate between those classes, in a threefold visual explanation that
showcases how the features are explicitly created from the raw
data. In addition, EFFECTS provides visual explanation used for
an up-close examination of individual features, time slices, and

dimensions, assisting the users in answering questions such as How
many classes can a certain feature identify What is the most useful
dimension for identifying the ‘Fist’ gesture? Which pairs of classes
can be distinguished using the first 10 timestamps?

Using EFFECTS Features in ML Classification Pipelines. The fea-
tures extracted by EFFECTS are intuitive to understand yet are
also quite powerful when used in by classification models (See our
Github repository [4] for preliminary results). To perform feature
selection, users can filter the features using their overall feature
scores (both 𝐹𝑠𝑐𝑜𝑟𝑒𝑎𝑣𝑔 and 𝐹𝑠𝑐𝑜𝑟𝑒𝑚𝑎𝑥 ) as well as according to their
class characterization score 𝐶𝑠𝑐𝑜𝑟𝑒 .

3 IMPLEMENTATION & DEMONSTRATION
To assist real-life data scientists, we implemented EFFECTS as a
Python library, compatible with the popular Scikit-learn framework
for ML models. Our transformations and aggregations are built
with Numpy and Scipy, and EFFECTS Explorer uses Matplotlib for
creating visualizations. See [4] for our code base.

In our demonstration, we invite the audience to use EFFECTS
for exploring and easily building ML pipelines for one or more
of our MTSC datasets. After a brief explanation about the dataset
and classification task, the participants will first use EFFECTS Ex-
plorer and observe the initial important insights it provides, such as
which classes are easy/difficult to distinguish; what time slices and
dimensions are of higher importance; and what particular EFFECTS
features can be used for separating specific classes.

In the second part of the demonstration, participants will use
the EFFECTS features in an ML classification model of their choice,
and gauge the features’ contribution to the accuracy of the model.
For reference, wewill present the accuracy results of state-of-the-art
MTSCmodels (e.g., Tsfel [1], LSTM-FCN [5], andWEASEL+MUSE[7]).

Last, we provide a look under the hood of EFFECTS – showing
the time-slice identified by our Slice Discovery Algorithm (as in
Figure 4), running times analysis, as well as a comparison of our
framework to explainable neural-network solutions such as [2, 3].
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