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ABSTRACT
Interpreting clustering results is a challenging, manual task, that
often requires the user to perform additional analytical queries and
visualizations. To this end, we demonstrate Cluster-Explorer, an
interactive, easy-to-use framework that provides explanations for
black-box clustering results. Cluster-Explorer takes as input the
raw dataset alongside cluster labels, and automatically generates
multiple coherent explanations that characterize each cluster.

We first propose a threefold quality measure that considers the
conciseness, cluster coverage, and separation error of an explana-
tion. We tackle the challenge of efficiently computing high-quality
explanations using a modified version of a generalized frequent-
itemsets mining (gFIM) algorithm. The gFIM algorithm is employed
over multiple filter predicates which are extracted by applying var-
ious binning methods of different granularities. We implemented
Cluster-Explorer as a Python library that can be easily used by data
scientists in their ongoing workflows. After employing the cluster-
ing pipeline of their choice, Cluster-Explorer opens an integrated,
interactive interface for the user to explore the various different
explanations for each cluster.

In our demonstration, the audience is invited to use Cluster-
Explorer on numerous real-life datasets and different clustering
pipelines and examine the usefulness of the cluster explanations
provided by the system, as well as its efficiency of computation.

CCS CONCEPTS
•Mathematics of computing→ Cluster analysis; Exploratory
data analysis; • Information systems→ Data analytics.
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1 INTRODUCTION
Clustering is an important, effective tool in the data scientist’s
arsenal, used for discovering patterns and structures in data. Dozens
of different clustering algorithms have been devised to segment
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the data points into groups based on their feature distributions.
While the results of these algorithms can be easily visualized on
a two dimensional plain (See Figure 1), interpreting them can be
challenging. To unravel the unique characteristics of each cluster
and find out what differentiates them, users often need to manually
perform additional analytical queries and data visualizations.

To this end, we present Cluster-Explorer, a system that provides
explanations for black-box clustering results. Given the dataset
and the cluster labels resulted from a clustering pipeline, Cluster-
Explorer automatically generates coherent explanations that charac-
terize each cluster. For illustration, consider the following example.

Example 1.1. Consider Clarice, a data analyst examining the well-
known “Adult” dataset[2], containing demographic information on
individuals alongside their income (See Table 1 for a sample). Clarice
uses an Agglomerative Clustering algorithm [11] then visualizes the
results (after projecting the data into a 2D plane using amethod such
as PCA [6]. While the clusters (see Figure 1) seem fairly separated in
the projected space, Clarice still needs to figure out what attributes
in the original data characterize each cluster. After extensivemanual
analysis, including several analytical queries and visualizations,
Clarice is able to characterize the clusters, understanding that, for
example, Cluster 0 mainly contains individuals up to 35 years of age,
with 6-14 years of education, whereas Cluster 1 comprises married
adults, over 35, with 0-5 years of education. □

While in this example the clusters’ characteristics were manually
extracted by the user, the goal of Cluster-Explorer is to generate
such explanations automatically. To do so, we tackle three important
challenges: (1) How to gauge the quality of a cluster explanation? (2)
How to efficiently compute good explanations? (3) How to design
an interactive interface for exploring the different explanations?

(1) Quality of explanation. Naturally, the most accurate explanation
is one that describes all data-points in the cluster. This can be
done, naively, by creating a disjunction of all feature values of a
cluster’s members. While accurate, such an explanation is long and
incoherent. On the other hand, shorter explanations may be less
accurate as they can also be valid for some of the points in different
clusters, as well as invalid for points in the explained cluster.

To tackle this challenge, we devise a threefold quality measure
that considers the explanation’s (1) conciseness – measures how
short is an explanation, (2) cluster coverage – evaluates the propor-
tion of the cluster’s points that can be described by the explanation,
and (3) separation error – which counts the number of points in
different clusters that the explanation describes.

Ideally, a good explanation is concise (short), has high cluster
coverage, and a low separation error.

(2) Efficient Computation of Explanations. As we formally define in
Section 2, explanations are comprised of filter conditions on the
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data (equivalent to, e.g., SQL Where clause). Since, naturally, many
such explanation candidates exist, another challenge is finding
high-quality explanations in a timely fashion.

To overcome this challenge, Cluster-Explorer combines multiple
binning methods of different granularity levels, and feeds their
results into a generalized frequent itemset mining [14] algorithm.
This step yields high-coverage explanation candidates, which are
then sorted by their conciseness and separation error.

(3) Interactive UI.Cluster-Explorer often outputs several high-quality
cluster explanations. To allow users to interactively browse through
them, we first calculate the skyline [3] w.r.t. the explanations’ con-
ciseness, coverage and separation error. Then, we select only the
dominating explanations, and let the user sift through them by
controlling the Explanation Quality Sliders (see Figure 2).

Related Work. A multitude of works exists in the domain of Ex-
plainable AI (XAI), mainly focused on supervised learning tasks [1,
9, 12, 13]. Unfortunately, such systems (which, e.g., reveal important
features w.r.t. a certain prediction), cannot be trivially adapted for
the case of explaining unsupervised clustering algorithms. Another
line of work proposes cluster algorithms that are interpretable by
design [5, 8]. Differently, Cluster-Explorer is not tied to a partic-
ular clustering algorithm. This is useful, as there are dozens of
clustering methods, each suitable for different data types and distri-
butions [18]. Closer to our work, [7] suggests an algorithm-agnostic
explainability tool for clustering. The tool provides feature impor-
tance scores for each cluster. Differently, Cluster-Explorer provides
cluster explanations comprised of tight filter conditions (as opposed
to only feature names) that characterize each cluster in a concise
and coherent manner.

2 SOLUTION ARCHITECTURE
We begin by describing our model and definitions, then present the
quality assessment and efficient algorithm for cluster explanations.

2.1 Model & Definitions
Cluster-Explorer takes as input a dataset and a black-box clustering
algorithm: A dataset 𝐷 = ⟨𝑋,𝐴⟩ with 𝑛 data points 𝑋 = 𝑥1, . . . , 𝑥𝑛 ,
projected over𝑚 attributes 𝐴 = 𝑎1, . . . , 𝑎𝑚 . We denote by 𝑥𝑖 the
𝑖-th data point, and by 𝑥𝑖 𝑗 the projection of 𝑥𝑖 over attribute 𝑎 𝑗 . A
clustering function 𝐹 : 𝑋 → 𝐶 maps each point 𝑥𝑖 to a cluster 𝑐 ∈ 𝐶
(𝐶 is a set of cluster labels).

In Cluster-Explorer, a cluster explanation is defined as a conjunc-
tion of predicates 𝐸 (𝑥) = {𝑃1 ∧ 𝑃2 . . . 𝑃𝑙 }. The predicates are of
the form 𝑃 B ⟨𝑎, 𝑜𝑝,𝑉 ⟩, where 𝑎 ∈ 𝐴, 𝑜𝑝 is an operator (e.g., <, >,
‘contains’, ‘between’, ...), and 𝑉 is a set of literal values.

Given a data point 𝑥 ∈ 𝑋 , the explanation 𝐸 (𝑥) is said to be true
if 𝑥 satisfies all predicates in 𝐸, and false otherwise.

Example 2.1. Table 1 contains a sample of the Adult dataset,
alongside cluster labels. Rows 1-3 in the table are labeled as Cluster
0. Table 2 depicts three candidate explanations for Cluster 0 (ignore,
for now, the three right-most columns). Explanation 𝐸20 , for example,
comprises of the predicates 𝑃1 B ⟨′𝑎𝑔𝑒′, 𝑏𝑒𝑡𝑤𝑒𝑒𝑛, (16, 35)⟩ and
𝑃2 B ⟨′𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 − 𝑛𝑢𝑚′, 𝑏𝑒𝑡𝑤𝑒𝑒𝑛, (4, 13)⟩.

Out of the rows in Table 1 that indeed belong to Cluster 0, see
that Explanation 𝐸20 holds for Rows 124 and 53, yet is not true for

Row ID Age Edu.num Relationship Gender . . . Hrs-per-week Income Cluster
124 25 7 Unmarried Male . . . 40 ≤ 50𝐾 0
32 41 10 Unmarried Female . . . 50 ≥ 50𝐾 0
53 34 12 Unmarried Male . . . 50 ≥ 50𝐾 0

. . . . . . . . . . . . . . . . . . . . . . . . . . .
342 36 3 Husband Male . . . 50 ≥ 50𝐾 1
521 40 3 Husband Male . . . 50 ≤ 50𝐾 1
5631 45 5 Wife Female . . . 60 ≥ 50𝐾 1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
39 46 12 Wife Female . . . 30 ≤ 50𝐾 2
938 33 15 Husband Male . . . 60 ≥ 50𝐾 2
693 36 14 Husband Male . . . 50 ≥ 50𝐾 2
. . . . . . . . . . . . . . . . . . . . . . . . . . .

Table 1: Adult Dataset Sample, with Cluster Labels

Figure 1: Clustering Results Visualization (Adult dataset)

Row 32 (having ‘age’ of 41). By contrast, Explanation 𝐸10 holds for
all three rows (IDs 124, 32, and 53) yet unfortunately – it also holds
for rows 5631 and 39 of Cluster 1 and Cluster 2.

2.2 Quality Measures for Cluster Explanations
The question of what constitutes a ‘good’ explanation has been
investigated in various different domains such as cognitive science,
philosophy and psychology. Relying on this vast body of research,
[10] suggests that in the context of XAI, a good explanation is
primarily contrastive (i.e., why event 𝑃 happened instead of an
event 𝑄), but also simple, coherent, and truthful.

In Cluster-Explorer, we adapt these criteria to the use case of
explaining clustering results and develop corresponding quality
metrics for an explanation. Given a cluster 𝑐 ∈ 𝐶 , a good explana-
tion 𝐸𝑐 has (1) high coverage of the points in 𝑐 while retaining a
(2) low separation error. Namely, the explanation is valid for the
majority of the points in 𝑐 , and invalid for the points associated
with any other cluster 𝑐′ ∈ 𝐶, 𝑐′ ≠ 𝑐 . The higher the score w.r.t.
(1) and (2), as defined below, the more contrastive and truthful the
explanation is. However, as mentioned above, a naive explanation
with a perfect score could be the union of the description of each
point in 𝑐 . Naturally, such an explanation is long and incoherent.
We therefore introduce a (3) concisenessmeasure which corresponds
to the number of predicates in the explanation 𝐸𝑐 . We next define
the three explanation quality metrics.
1. Cluster Coverage. Given a dataset 𝐷 , clusters 𝐶 and mapping
function 𝐶𝐿, the coverage of an explanation 𝐸𝑐 (for cluster 𝑐) is
defined as the ratio of the points associated with cluster 𝑐 that the
explanation 𝐸𝑐 describes:

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸𝑐 ) B
|{𝑥 ∈ 𝐷 | 𝐸𝑐 (𝑥) = 𝑇𝑟𝑢𝑒 ∧𝐶𝐿(𝑥) = 𝑐}|

|{𝑥 ∈ 𝐷 | 𝐶𝐿(𝑥) = 𝑐}|
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Exp.num Explanation Cluster label coverage Separation Error Conciseness

𝐸10
⟨‘age’,between,(16,48)⟩ ∧ ⟨’education-num’,between,(4,13)⟩

∧⟨’relationship’,!=,husband⟩ 0 0.99 0.05 0.33

𝐸20
⟨‘age’,between,(16,35)⟩∧

⟨’education-num’,between,(4,13)⟩ 0 0.95 0.04 0.5

𝐸30
⟨‘age’,between,(16,53)⟩ ∧ ⟨’hours-per-week’,between,(10,72)⟩

∧⟨’education-num’,between,(4,14)⟩ 0 0.88 0.04 0.33

Table 2: Example Candidate Explanations

2. Separation Error. This is the ratio of points that the explanation
𝐸𝑐 is valid for, yet do not belong to cluster 𝑐:

𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸𝑐 ) :=
|{𝑥 ∈ 𝐷 | 𝐸𝑐 (𝑥) = 𝑇𝑟𝑢𝑒 ∧𝐶𝐿(𝑥) ∈ 𝐶 \ {𝑐}}|

|{𝑥 ∈ 𝐷 | 𝐸 (𝑥) = 𝑇𝑟𝑢𝑒 |

3. Conciseness. Following [10], the length and simplicity of the
explanations are important for its comprehension by the users. We
therefore define the conciseness of an explanation to be the inverse
number of predicates it contains:

𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸𝑐 ) :=
1

|{𝑃 | 𝑃 is a predicate in 𝐸𝑐 }|

The following example shows how the metrics are calculated for
the explanations in Table 2.

Example 2.2. Consider Explanation 𝐸10 , as depicted in Table 2.
Assume that the total number of data points belonging to Cluster 0 is
373, out of which 370 satisfy 𝐸10 . In addition, 20 other data points that
belong to Clusters 1 and 2 also satisfy 𝐸10 . Calculating the scores for
𝐸10 we obtain: 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸

1
0)) =

370
373 = 0.99, 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸10)) =

20
390 = 0.05, and 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸10)) =

1
3 = 0.33.

Explanations Quality Skyline. There’s a natural trade-off be-
tween the quality measures. For instance, an explanation obtaining
a very high coverage, may have a lower conciseness score and higher
separation error , whereas a highly concise explanation may fall short
on coverage. Cluster-Explorer allows the users to provide an ini-
tial threshold for each measure (denoted \𝑐𝑜𝑣, \𝑠𝑒𝑝 , and \𝑐𝑜𝑛 , for
coverage, separation, and conciseness, resp.) Then, to balance the
measures, we use the skyline operator [3] (also known as Pareto
Frontier) calculation. Namely, we are interested only in the domi-
nating explanations, having no other explanation surpassing it w.r.t.
all three measures. Formally, explanation 𝐸𝑐 is dominating iff :

�𝐸′𝑐 | 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸′𝑐 ) ≥ 𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 (𝐸𝑐 )
∧ 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸′𝑐 ) ≤ 𝑆𝑒𝑝𝑎𝑟𝑎𝑡𝑖𝑜𝑛𝐸𝑟𝑟 (𝐸𝑐 )
∧𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸′𝑐 ) ≥ 𝐶𝑜𝑛𝑐𝑖𝑠𝑒𝑛𝑒𝑠𝑠 (𝐸𝑐 )

Example 2.3. Consider again the candidate explanations depicted
in Table 2. Explanation 𝐸10 is better than 𝐸20 w.r.t. coverage (0.99
to 0.95) yet is inferior w.r.t. the separation error (0.05 to 0.04) and
conciseness (0.33 to 0.5). While 𝐸10 and 𝐸

2
0 are both incomparable

and will appear on the skyline, see that Explanation 𝐸30 is dominated
by 𝐸20 as it has the same separation error, yet inferior coverage and
conciseness (0.88 and 0.33, resp.).

2.3 Generating Cluster Explanations
Naively, generating the best explanations w.r.t. the qualitymeasures,
as defined above, requires instantiating all possible explanations
(i.e., with all possible predicates) and assessing their quality. Since
this is infeasible in practice, we suggest an efficient algorithm based
on generalized frequent itemsets mining (gFIM), first introduced
in [14]. While originally gFIM is used to mine frequent item cat-
egories in a given transactional dataset, we use it in our context
to find conjunctions of predicates with a high coverage. We then
further refine the explanation candidates and calculate the skyline
w.r.t. the coverage, separation and conciseness.

In more detail, given a dataset 𝐷 and cluster labels 𝐶𝐿, the user
is interested in explaining cluster 𝑐 ∈ 𝐶 with quality thresholds
\𝑐𝑜𝑣, \𝑠𝑒𝑝 , and \𝑐𝑜𝑛 . Our algorithm for generating the skyline of
cluster explanations works as follows:
1. Creating a taxonomy of binned data. For numeric attributes,
binning is essential for finding promising values for range predicates
(e.g., ‘age’ between 16 and 48). Cluster-Explorer supports any binning
method that splits a value domain of an attribute to non-overlapping
intervals: 𝐼 = {[𝑙1,𝑚1], [𝑙2,𝑚2], . . . } s.t. 𝑙𝑖 < 𝑚𝑖 ∧𝑚𝑖 < 𝑙𝑖+1. In
particular, our implementation contains tree-based and 1d cluster-
ing [16] as well as equal-width binning.

Next, we unify all intervals obtained by the different binning
methods into a taxonomy, which is passed to the gFIM algorithm,
as explained below, to find a candidate set of cluster explanations.
The taxonomy depicts a hierarchy of the intervals according to the
partial order [𝑙𝑖 ,𝑚𝑖 ] < [𝑙 𝑗 ,𝑚 𝑗 ] ⇐⇒ 𝑙𝑖 > 𝑚 𝑗 ∧ 𝑙𝑖 < 𝑚 𝑗 .
2. Applying gFIM to get a promising set of explanation candi-
dates. A gFIM algorithm, as described in, e.g., [14] mines frequent
generalized itemsets. Given a taxonomy of items and their contain-
ing categories, a transactional dataset, and a support threshold \ ,
the gFIM algorithm mines sets of items or categories which appear
with a frequency of above \ . As described below, applying the gFIM
algorithgm on 𝑋𝑐 , the subset of the data points that are labeled by
𝐶𝐿(𝑥) = 𝑐 , results in a candidate set of explanations with coverage
and conciseness thresholds above \𝑐𝑜𝑣 and \𝑐𝑜𝑛.

First, we convert 𝑋𝑐 to a transactional format, s.t. each row 𝑥𝑖 is
a multiset of key-value items (𝑎 𝑗 , 𝑥𝑖 𝑗 ). Each such item is connected
to all corresponding categories [𝑙,𝑚] in the taxonomy of attribute
𝑎 𝑗 , s.t 𝑙 ≤ 𝑥𝑖 𝑗 ≤ 𝑚.

Next, we run the gFIM algorithm on this transactional encoding
of 𝑋𝑐 , denoted 𝑇𝑐 , using \𝑐𝑜𝑣 as the input support threshold while
restricting the maximal itemset size to be 1

\𝑐𝑜𝑛
. The gFIM execu-

tion yields a set of all maximal frequent generalized itemsets, each
containing a combination of items (𝑎 𝑗 , 𝑥𝑖 𝑗 ) or intervals from the
taxonomy of the form (𝑎 𝑗 , [𝑙,𝑚]). We denote the output itemsets
of the gFIM algorithm by IS𝑐 .
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Figure 2: Example usage of Cluster-Explorer

We now make three important observations. First, see that each
generalized itemset 𝐼𝑆𝑐 ∈ IS𝑐 is equivalent to a cluster explanation
𝐸𝑐 : Items correspond to equality predicates of the form ⟨𝑎 𝑗 , equals,
𝑥𝑖 𝑗 ⟩ and intervals are range predicates of the form ⟨𝑎 𝑗 , between,
[𝑙,𝑚]⟩. Second, the coverage of 𝐸𝑐 is higher than \𝑐𝑜𝑣 , since the
frequency of 𝐼𝑆𝑐 is higher than \𝑐𝑜𝑣 . Third, 𝐸𝑐 has a conciseness
score higher than \𝑐𝑜𝑛 , because 𝐼𝑆𝑐 contains a maximum of 1

\𝑐𝑜𝑛
items or categories.
3. Calculating explanations skyline. Taking the results IS𝑐 of
the gFIM algorithm, we first transform each of them to an expla-
nation candidate 𝐸𝑐 , as described above. As the gFIM algorithm
ensures that the explanations have sufficient coverage and con-
ciseness, we now need to filter out all explanation candidates with
separation error higher than \𝑠𝑒𝑝 , in order to obtain the set of expla-
nation candidates that comply with all input criteria. We denote the
set compliant explanation candidates by 𝐸𝑋\ . Last, to obtain only
the dominating explanations for cluster 𝑐 , denoted 𝐸𝑋𝑐 , we employ
the skyline operator [3] on the candidate explanations set 𝐸𝑋\ .
Namely, 𝐸𝑋𝑐 = 𝑆𝐾𝑌𝐿𝐼𝑁𝐸𝐸∈𝐸𝑋\

(Coverage, SepError,Conciseness).
As described below, we create a coherent, captioned visualiza-

tion for each explanation 𝐸𝑐 ∈ 𝐸𝑋𝑐 , and allow the user to browse
through them in an interactive UI (See Figure 2).

3 USER INTERFACE & DEMONSTRATION
Implementation & UI. We implemented Cluster-Explorer as a

Python library (See [15] for code), allowing users to seamlessly
obtain cluster explanations in their current analytical workflows,
without using an external interface or software.

To use Cluster-Explorer, the user first initializes an Explainer
Object which takes as input the dataset as a Pandas [17] Dataframe
alongside corresponding cluster labels. The latter can be the results

of any clustering pipeline built by the user (e.g., one-hot encoding
and k-means clustering; dimensionality reduction with PCA and
hierarchical clustering).

Then, the user specifies a cluster of interest. Cluster-Explorer
then computes the dominating explanations (as detailed in Sec-
tion 2.3) and presents them in an integrated, interactive web inter-
face, as depicted in Figure 2.

The user can browse through the generated explanations via
three sliders, one for each quality score described in Section 2.2: Ex-
planation Length (Conciseness), Cluster Coverage, and Separation
Error. When dragging one of the sliders to the right or to the left,
Cluster-Explorer dynamically changes the explanation view (see
the left-hand-side of Figure 2), and shows an explanation fitting
to the desired score. The rest of the sliders are automatically set
according to the scores of the presented explanation.

For each explanation, Cluster-Explorer generates a natural lan-
guage description that comprises its predicates – but also indicates
the explanation’s misses and wrong hits from other clusters.

To further analyze the explanation’s quality, Cluster-Explorer
also generates a corresponding visualization, which highlights, on
top of the two-dimensional illustration of the clusters, all data points
that are covered by the explanation.

Interactive Demonstration. We invite the conference participants
to interact with Cluster-Explorer, and examine its usefulness. First,
the audience is invited to upload their own dataset or select one
from our collection, which contains numerous Kaggle [4] datasets.
The participant can then select a ready-made clustering pipeline,
which include several stages of data pre-processing, feature engi-
neering, and the application of a clustering algorithm. Once cluster
labels are obtained, users can explore cluster explanations generated
by Cluster-Explorer.
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