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Abstract When two parties need to split some reward between them, negotiation
theory can predict what offers the parties will make and how the reward will be split.
When a single party needs to evaluate several alternatives and choose the best among
them, optimal-stopping-rule theories guide it as to how to perform the exploration,
what to explore next and when to stop. We consider a model in which partyA needs to
choose one alternative, but has no information and no means of acquiring information
on the value of each alternative. Party B, on the other hand, has no interest in what
party A chooses, but can perform (costly) exploration to learn about the different al-
ternatives. As both negotiation and exploration take time, the common deadline and
discounting factor further tie the processes together. We study the combined model,
providing a comprehensive game theoretic based analysis, enabling the extraction of
the payments that need to be made between agents A and B, and the social welfare.
Special emphasis is placed on studying the effect of interleaving negotiation and ex-
ploration, and when is this method preferred over separating the two. In addition to
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exploring the basic questions, we also consider the case in which one of the parties
has some control over the parameters of the problem (e.g. the negotiation protocol),
and show how it increases the utility of this party but decreases the overall welfare.

Keywords Negotiation · Costly Exploration

1 Introduction

Negotiation is one of the main mechanisms for reaching an agreement between in-
dividuals with conflicting goals, and is an important research area in autonomous
agents and multi-agent systems [49,31]. Through the process of negotiation, agents
can decide how to divide among themselves the gains achieved from cooperation,
thus reaching mutually beneficial agreements [58]. As such, negotiation is common
in task distribution and resource allocation domains [40], e.g., when dividing a fixed
amount (pie/cake/dollar) [68,70], deciding on airplane landing rules [66] and coordi-
nating schedules using Personal Digital Assistants (PDAs) [87].

One inherent characteristic of negotiation is that it is costly and time-consuming
[40,3]. The fact that negotiation takes time is commonly modeled through the use
of discounting to the agent’s utilities or through constant costs incurred due to the
delay in task execution [40,3]. Nevertheless, the effect of the time consumed during
negotiation may be far more complex. In particular, as the negotiation progresses,
the environment (and consequently the issues being negotiated) may change, as the
agents learn more about the world.

Negotiation models typically assume that task execution takes place only upon
reaching an agreement regarding all negotiated issues [20]. Still, in many settings, an
agent may prefer to negotiate over the different issues one at a time [10]. Whenever
the negotiation concerns task execution, the agents may even choose to carry out the
execution of the different tasks upon which an agreement was already reached prior
to continuing the negotiation over the remaining issues/tasks. Consequently, when
allowing task execution throughout the negotiation, any negotiation step needs to take
into consideration the possible outcomes of executing the subset of tasks currently
offered for exploration and their effect on the remainder of the negotiation.

One interesting type of task for which terms of execution are often negotiated be-
tween agents is costly exploration [15,57,71]. Costly exploration (commonly mod-
eled as “optimal stopping rule” problem) is crucial whenever a number of possible
opportunities are available, from which only one can be exploited, and the value of
each opportunity is unknown. Disambiguating the value of an opportunity may be re-
source consuming [29,32] or associated with direct monetary costs [4,71]. The goal
of costly exploration is to maximize the overall benefit, defined as the value of the
opportunity eventually picked minus the costs accumulated during the exploration
process. The costly exploration problem applies to a variety of real-world situations,
including: job search, technology R&D, deciding on a path to route packets and many
more [51,77,48].

This paper studies a negotiation protocol in which both negotiation and the task
execution take time and need to be completed prior to some pre-defined deadline.
Specifically, we consider the task of costly exploration as defined above. The model
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consists of two fully rational and self-interested agents who use a standard alternating-
offers protocol. The agents have complete information on each other’s preferences
and on the environment settings (e.g., the opportunities sequence, discounting factor
and the negotiation deadline). Only one of the agents can carry out the exploration,
whereas the other agent is the one benefiting from the values revealed through the
exploration. The agents negotiate over the opportunities that the exploring agent will
explore and how much the beneficiary agent will pay in exchange for said explo-
ration/s.

Our analysis distinguishes between two important variants of the above negotia-
tion protocol. In the first (herein denoted “non-interleaved protocol”), the negotiation
and exploration are two separate processes that need to be carried out under one
deadline. The agents first negotiate over the entire exploration plan and the appropri-
ate side-payment. Then, once an agreement is reached, the exploration is executed as
agreed upon within the limitations of the pre-defined deadline. In the second negoti-
ation protocol (herein denoted “interleaved protocol”), the agents negotiate over one
opportunity to be explored at a time (and the appropriate payment for exploring that
opportunity). The exploration of that opportunity is then executed, and the process
may be resumed by negotiating the exploration of an additional opportunity, and so
on. Meaning that the negotiation and exploration are interleaved with each other. A
key difference between the two variants is that in the interleaved protocol the agents
do not decide beforehand how the exploration will be performed and how much the
beneficiary agent will pay the exploring agent, but rather negotiate it as the explo-
ration progresses. One key advantage of the interleaved negotiation protocol is that
the agent benefiting from the exploration can make sure that the other agent executes
the exploration as agreed upon. Furthermore, this form of negotiation is often more
intuitive for people as it does not require agreeing on a complex exploration strategy
in advance. In addition, when using this protocol the decisions are based on more
accurate information (e.g., the results of the explorations executed so far), hence de-
creasing the risk that the agents undertake. It also enables any of the agents to opt out
at any time, e.g., if external conditions have changed, as it does not bind the agents
to a comprehensive exploration process. The advantage of the non-interleaved proto-
col is that the negotiation itself takes less time (as it considers the entire exploration
plan) and therefore more time can potentially be allocated for the exploration itself,
potentially resulting in greater social welfare.

1.1 Application Domains

A negotiation over exploration, where one side carries the exploration for the benefit
of the other, can be found in several real-life application. For example, consider a firm
that needs to fill a managerial position (e.g., replacing a highly skilled professional
that is about to retire). The task, which is often beyond the abilities of the HR depart-
ment, can be outsourced to a headhunter who specializes in this particular areas and
can approach suitable candidates employed elsewhere. The headhunter can propose
an initial list of potential candidates, each associated with some a priori uncertain
worth to the firm (e.g., based on her Linkdin profile or resume). The headhunter can
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disambiguate this uncertainty and provide all the information necessary for determin-
ing the “worth” of a given candidate by meeting her, interviewing her and negotiating
the terms and perks on behalf of the firm. Naturally this latter process is costly, es-
pecially if the potential candidates are spread over different geographic locations.
The firm and the headhunter though need to negotiate over the order according the
different candidates will be interviewed and under what conditions (e.g. under what
findings) the search process should be terminated and concluded, as well as the pay-
ments that will be made by the firm to the headhunter. The headhunter can potentially
spend days in contacting, visiting and interviewing each candidate, hence delaying or
extending the negotiation between the firm and the headhunter limit the number of
professionals that could potentially be interviewed, assuming the firm needs to fill-in
the position by some pre-defined deadline (e.g., due to the retirement of the current
position holder).
Additional domains to which the model studied in this paper can be mapped include:

– Investments - An investor negotiating with a business advisor (or an accounting
firm) the order according to which the latter will perform due-diligence checks
and essential background research to several different companies the investor con-
siders investing in.

– Research and development - A company negotiating with an external research lab
over the order according to which the latter will research and evaluate different
technological solutions for a manufacturing problem the company encountered.

– Oil drilling - A company that purchased the drilling rights for a certain land ne-
gotiating with a contractor, capable of drilling, over the execution of exploratory
drills (assuming the company will be developing one field eventually).

1.2 Main Contributions

The main contributions of this paper are threefold: First, this paper is the first to
formally present and analyze a model involving negotiation and costly exploration
under a unified time constraint (deadline). The analysis provided encompasses the
two common negotiation modes: interleaved and non-interleaved. It enables deriving
the agents’ expected utilities for each step of the negotiation and the payments that
need to be made. In particular, it shows that in both cases the agents will follow
the optimal exploration strategy for the underlying stand-alone exploration problem,
though the expected utility of any of the agents is protocol-dependent. As part of
the analysis we investigate the agents’ preferences over which protocol to choose
and which protocol obtains a higher social welfare (i.e. expected joint utility) for a
given setting. Some of the results here are somehow counter-intuitive, e.g., an agent
may prefer the interleaved protocol despite the fact that, given that all other setting
parameters are similar, the non-interleaved protocol is proven to yield a greater social
welfare (joint expected utility). The analysis also compares the two protocols with
the legacy negotiation protocol, according to which the negotiation and exploration
are not interleaved and exploration does not take time, i.e., is not bounded by the
negotiation deadline or discounted (the divided surplus is thus fixed throughout the
negotiation). The comparison reveals that several dependencies known for the agents’
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utilities in the setting parameters (e.g., in the negotiation horizon and the discounting
of gains) do not generally hold in our interleaved and non-interleaved protocols.

Second, this paper deals with the complexity of solving for the interleaved pro-
tocol, which is exponential in the number of opportunities. We show that for any
interleaved protocol we can present a simple equivalent non-interleaved protocol. In
the equivalent non-interleaved setting the agents end up with the same expected util-
ities as in the original problem, however the solution complexity is of the same order
of magnitude as solving the stand-alone exploration problem.

Finally, we study the case where one agent has more control over the negotiation
process (e.g., the negotiation horizon or the number of opportunities which will be
explored every time). We show that when allowing one of the agents to choose some
of the protocol parameters, the ratio between the agent utility with the extra control
and the utility without it can be unbounded. Further, we show that, non-intuitively,
the ability to bound the decrease in social welfare due to such an extra control is not
correlated with the amount of control awarded to the agent.

1.3 The Essence of Combining Negotiation and Exploration

Our results show that the agents will follow the optimal exploration strategy for the
underlying stand-alone exploration problem. Hence, the surplus that is divided in
equilibrium is fixed and can be computed regardless of the negotiation. Therefore, one
may wonder why not solve each problem independently, first computing the surplus,
and then negotiating over it using the legacy alternating offers protocol. However this
approach completely ignores the fact that negotiation takes, time, and this time comes
at the expense of the time alloted for exploration, thus reducing the surplus that can be
divided between the negotiating parties. Indeed computing the utility gained by each
of the participants can not be done based only on the equilibrium path, but derives
directly from the exploration sequence of the off path.

The following example illustrates the difference between negotiating over the
optimal sequence surplus as a self contained process compared to the model describes
in this paper. Consider a case in which there are two opportunities, one which has
value 8 with certainty, and the other is either 5 or 10, each with 50%. To simplify the
example, there is no cost to exploring the opportunities, and there is no discounting of
gains. Suppose that there are 4 negotiation periods, that exploration takes one period
of time, and so is making an offer.

If the exploration and the negotiation were separate, we could say that the ex-
pected value of this sequence is 9 as we can accommodate the exploration of both
opportunities (hence the second opportunity will be explored first, yielding a gain of
10 with probability of 0.5, and otherwise gaining 8 which is the value of the first op-
portunity). Since there is no discounting of gains, the outcome of the negotiation over
the expected surplus of 9 is that the last player to offer takes over the entire surplus.
However, in our model, rejecting the first offer would limit the players to exploring
just one opportunity, which would reduce the surplus to 8. Therefore, the gains are
split, so that one player gets 1 unit of surplus, and the other player gains 8 units.
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In the following section we review related work. Section 3 presents the negotia-
tion protocol, distinguishing between the two main variants. The analysis of the two
protocols as well as of the underlying stand-alone exploration problem is given in
Section 4. Section 5 illustrates the differences in the resulting individual utilities and
in social welfare when using the interleaved and non-interleaved protocols, and sup-
plies a comparison with the legacy negotiation protocol. It also supplies the bounds
(whenever applicable) for the resulting decrease in the social welfare and increase
in individual utilities as discussed above. Finally, we conclude with a discussion and
directions for future research in Section 6.

2 Related Work

Multi-agent negotiation is an active research area that has attracted the attention of
many researchers, prompting several literature reviews over the years (see [49,66,
62,13,31]) as well as international competition for designing automated negotiation
agents [9,8]. The purpose of the negotiation is usually to reach an agreement about
the provision of a service by one agent for another, division of resources or task allo-
cation [74,40,81]. The negotiation problem is defined by the negotiation space, which
typically includes a negotiation protocol (the set of the interaction rules between the
agents), negotiation objectives (the range of issues to negotiated) and negotiation
strategies (the sequences of actions that the agents plan to take in order to achieve
their objectives) [22]. As such, the strategy of the agents and the agreement reached
over the negotiation objectives might change according to the negotiation protocol.

The common form of negotiation involves two agents, where in each step of the
negotiation one of the agents makes an offer, and the other agent decides whether to
accept or reject it. The agents usually take turns in being the agent who makes the
offer (often referred to as “alternating offers”) and the negotiation terminates upon
reaching an agreement (on the issues negotiated) [68,58]. In some cases the nego-
tiation is also constrained by a pre-defined deadline and terminates if the deadline
is reached, even if the agents failed to reach an agreement [70,50,34]. The effect of
time, either with or without deadlines, is usually modeled through the use of a dis-
counting factor over the surplus divided between the agents. The discounting factor
can either be common for all agents and all items [68], different for each agent [3] or
different for each item [20].

The analysis proposed in this field relates to numerous negotiation protocol vari-
ants, differing in the assumptions they make regarding the negotiation mechanism.
These include assumptions related to the agents’ characteristics, such as the infor-
mation that negotiators have, their level of rationality and level of cooperation. The
information that negotiators have, e.g., about their environment [68,56], the other ne-
gotiators’ types or utility functions [69,86], can be incomplete or may change during
the negotiation [28,36]. Still, significant body of work assumes the agents have full
information over the environment and each other preferences [24]. The level of ratio-
nality of the negotiators ranges from fully rational [85,18] to bounded rational [47,
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65].1 Finally, the agents’ level of cooperation may range from self-interested agents
to fully cooperative ones (i.e., when trying to maximize the social welfare) [35].

Other assumptions that differentiate between the different models are those made
over the negotiation mechanism itself. For example, the negotiation can be over a
single issue [68,3] or multiple-issues [19,44,86]. Another distinguishing aspect in
this context is the interaction between the participating agents: The negotiation can
be limited to the use of proposals and counter proposals [20,3], or can be extended
to allow argumentation as well, allowing the agents to affect the negotiation state by
adding information about their beliefs [75,30,1,2].

The main differentiating factor of the model presented in this paper from others
is that both the negotiation itself and the resulting exploration are constrained by the
same deadline. Prior work, which consider negotiation deadlines, tends to assume
that the time constraint only applies to the negotiation itself, whereas the execution
of the negotiated task does not depend on the time it took to reach an agreement
[40,68,19]. A negotiation deadline that does affect task execution can be found in
negotiation literature, mostly in the sense of a resulting decrease in the amount of
time remaining in which the negotiated resource can be used. For example, Kraus
and Wilkenfeld consider a case where two agents negotiate over painting a wall, and
the longer the negotiation takes the less time remains available to paint the wall [39].
Another example is in their extension of the model to the multi-agent case [38]. Here
three robots that are stationed on a satellite, are instructed to move a telescope from
one location to another as soon as possible. A delay in moving the telescope will
reduce the number of pictures sent back to scientists on earth. Yet, these works all
consider a negotiation over a single item/resource, therefore the nature of the nego-
tiated solution does not substantially change over time. In our case, the decrease in
the number of explorations that can potentially be executed due to the extension of
the negotiation often results in a substantially different exploration scheme to be ne-
gotiated (see Section 4.1 for more details). More importantly, when negotiating over
a single item under time constraint, the issue of partial execution throughout the ne-
gotiation (i.e., “interleaved” negotiation), which is the essence of our paper, becomes
irrelevant as the task can be executed only once an agreement is reached. Even in
cases where multi-issue negotiation is considered, the task execution for all issues
takes place only after an agreement for all issues is reached [20,10]. Consequently,
in models of the latter type, the process of disambiguating the uncertainty associated
with task execution does not affect the course of negotiation. All in all, while ne-
gotiation processes are commonly recognized to be interleaved with other business
processes [33], to the best of our knowledge, an analysis of an interleaved negotiation
of the type presented in this paper has not been introduced to date.

The idea of interleaving negotiation and task execution under time constraints
resembles, in a way, the work on temporal reasoning mechanisms for Distributed
Continual Planning (DCP) systems [26]. Here, the focus is on how to control and
coordinate actions of multiple agents in a shared environment, where planning is
adapted throughout task execution. Various continual planning tools in which plan-

1 Much effort has been dedicated in recent years to developing automatic negotiators that can success-
fully negotiate with people, usually applying machine learning mechanisms [45,27,37,46,7,6].
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ning and execution are interleaved can be found, mostly integrating Real-Time and
Artificial Intelligence design technologies [55,52,76]. Recently, much effort has been
dedicated to such planning mechanisms as part of DARPA’s “Coordinators” project
[83,11,5]. Most of this body of research, however, consider cooperating agents that
collaborate as teammates in order to reach a shared goal [17,61]. Some works in this
area consider agents that are not necessarily aimed at forming a good collective plan
but rather at ensuring that their local goals are achieved, when viewed in a global
context [25,26]. These, however, lack the negotiation aspects, and the consensus is
typically reached by simple means that do not necessarily guarantee a convergence to
some agreement. Another somehow similar negotiation model is the one introduced
by Larson and Sandholm [41,42]. Here, the negotiation involves a costly exploration
in the sense that the computation of the benefit in individual solutions in compari-
son to joint solutions to a given problem that the agents face is costly. The agents
thus need to decide on any step of the process to which computation to direct their
resources. In our model, the exploration is of a different nature, i.e., disambiguating
the value of an opportunity.

The fact that task execution is interleaved in the negotiation substantially com-
plicates the process of computing the agents’ strategies, as discussed in Section 4.
While related work commonly addresses the computational complexity aspects of
negotiation protocols [16,14,24], the analysis given there is irrelevant to our case.
This is because the increased complexity in prior works is typically attributed to the
task execution itself (e.g., the optimization problem in this case is NP-complete [43])
rather than to the effect of continuing the negotiation process after an agreement is
reached and executed.

Another aspect that distinguishes this paper from prior work is the uncertainty
associated with the process. In prior work, the uncertainty results primarily from the
incomplete information (commonly modeled through a probability distribution) that
the agents have about the negotiation environment, the other agents’ preferences, their
prospective utilities, the discounting factor that applies to each agent and the weights
of the negotiation issues [56,69,86,36,3]. The uncertainty in the negotiation model
analyzed in this paper, on the other hand, is attributed to the results of task execution,
which affect agents’ gains.

The costly exploration problem (commonly modeled as “optimal stopping rule”
problem) embedded in our negotiation protocol is standard for settings where individ-
uals need to search for an applicable opportunity while incurring an exploration cost
(see several literature reviews [77,51,54]).2 Over the years, many costly exploration
model variants have been considered, focusing on different aspects of the model, such
as the decision horizon (finite versus infinite) [48], the presence of the recall option
[51], the distribution of values and the extent to which findings remain valid through-
out the process [67]. The problem in its most general form and its analysis is given
by Weitzman [84]. Nevertheless, despite considering settings where agents cooperate
in exploration [72,64,63], the optimal costly exploration literature has not addressed

2 While optimal stopping is usually discussed in the context of models such as the “secretary problem”
[21], the latter does not involve search costs and the goal is to maximize the probability of finding the best
candidate rather than minimizing cost, hence the great difference between the two.
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exploration as part of negotiation settings and in particular as part of interleaved set-
tings.

The game theoretic analysis used in the paper follows the standard assumptions.
In particular we assume that players are rational, and that this is common knowledge.
In addition, we assume that the utility is quasi linear, and the players are risk neutral3

(trying to maximize their expected utility). Given the extensive form game played by
the players, the natural solution concept is a (pure) subgame perfect equilibrium, and
we prove the existence and uniqueness of this equilibrium for all our protocols. For
background on game theory, see [59,60]

3 The Negotiation Protocol

We begin with a formal description of the negotiation protocol, specifying the players,
the available actions and temporal structure, outcomes and the players’ utility over
the outcomes.

Players The protocol assumes a negotiation setting with two agents: Agt1 and Agt2.
Both agents are assumed to be fully rational and self-interested. It is assumed that
Agt1 is in need for carrying out an exploration process and that Agt2 is the one
actually capable of carrying out the exploration.

Available actions and temporal structure We model the protocol as an extensive-
form game with perfect information (i.e., all actions are perfectly observable), perfect
recall (i.e., on each stage both agents have full recollection of the moves made so
far) and finite horizon. Chance nodes relate to the uncertainty associated with the
exploration process. On each step of the process, one of the agents plays the role of a
“proposer” and the other plays the role of a “responder”. The negotiation takes place
according to an alternating-offers protocol, by which the former proposer becomes
the responder and vice-versa at each negotiation step. The proposer, either beingAgt1
or Agt2, needs to propose the exploration of a subset of opportunities out of a set of
n opportunities B = {b1, . . . , bn} and the compensation that will be paid by Agt1
to Agt2 if the proposed exploration takes place eventually. The responder can either
accept or decline the proposal. Both agents can opt out from the process, at any step.

We consider two variants of the negotiation protocol. In the non-interleaved ne-
gotiation protocol the negotiation step that takes place at time period t is based on
having the proposing agent (either Agt1 or Agt2) offer a complete exploration plan
from this point onwards, denoted St, that Agt2 should follow (note that even though
both agents take turns in proposing only Agt2 can perform the exploration), for a
payment M(t) that will be made by Agt1 to Agt2 at time t. The exploration plan St

specifies the order at which opportunities will be explored and the conditions under
which the exploration will terminate at any point of the process. At this point we do
not limit the way the exploration plan is specified and it can take any form (e.g., rule
based, decision tree). Later on we prove that the plan will necessarily be specified as

3 At some points in the paper we also consider the distribution of payoffs, but we do not assume this is
a consideration for the players.
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a sequence of reservation values. If an agreement is reached the negotiation ends and
Agt2 explores the opportunities according to the exploration strategy St (see Figure
1(a)). The second form of negotiation is one where negotiation and exploration steps
are interleaved throughout the process: at each negotiation step the proposing agent
(either Agt1 or Agt2) offers the exploration of a single opportunity bi (by Agt2) in
exchange for a payment M(t) (made by Agt1 to Agt2). If an agreement is reached
Agt2 explores the agreed opportunity and the agents advance to the next negotiation
step (see Figure 1(b)). We emphasize that the sequence of opportunities over which
the agents negotiate is not fixed a priori—it can be implicitly decided by the agents.

We assume that each negotiation step takes j > 0 time periods and each explo-
ration step takes k ≥ 0 time periods.4 The process externally terminates after T time
periods or when one of the agents chooses to opt out. The value of T is thus the
overall deadline set for the process (negotiation and exploration).

Outcomes Each opportunity bi encapsulates a value vi (representing an expense, util-
ity, etc.) unknown to the agents. The value of opportunity bi derives from a probability
distribution function, denoted fi(x). By exploring opportunity bi, its value vi is dis-
ambiguated (i.e., revealed to the agents). The agent executing the exploration (Agt2)
incurs a fee (cost), denoted ci.

Players’ utility over the outcomes The value vi of an opportunity bi is absolute and
after the exploration it can be exploited only byAgt1. While any explored opportunity
is applicable for Agt1, it is only capable of exploiting one. In the case where none
of the opportunities is being exploited, Agt1 obtains a default value v0. Thus, given
several opportunities in which values were revealed, the agent prefers exploiting the
one associated with the highest or lowest value, denoted “best”.5 In this paper we
will consider the overall benefit-maximization problem, hence the best value is the
highest one, though the same analysis applies to the minimization problem.

The protocol assumes that gains, exploration costs and payments made are dis-
counted using a discounting factor δ (per time period). For simplicity, the protocol
assumes that only after an exploration step is completed (i.e. after k time periods)
the cost ci is incurred and the value vi is obtained. The payment M(t) is made upon
acceptance, before the exploration takes place, i.e., j time periods after the proposal
is made. For example, a proposal made at time t will define a payment M(t+ j) that
will be made (if accepted) at time t + j. The utility of Agt2 out of the negotiation,
denoted U2, is the discounted sum of payments it receives and the exploration fees it
incurs throughout the negotiation. The utility of Agt1, denoted U1, is the difference
between the discounted best value that was revealed by the time the negotiation ter-
minated and the initial default value, v0, minus the discounted sum of payments it
makes to Agt2. Given a negotiation setting (v0, δ, B, T, k, j), the goal is to find the

4 The case of j = 0 is ill-defined as it enables an infinite negotiation.
5 The choice of minimum or maximum is application-dependent. For example, if the opportunities are

different production technologies, as in the R&D example, then the company will pick the one associated
with the minimum cost. If the opportunities are interviewees (potential employees in the headhunting
example), the value of each opportunity represents the company’s benefit from hiring her, and the firm will
recruit the one associated with the maximum value among those interviewed.
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Fig. 1: Interleaved and non-interleaved protocols when an exploration takes twice as
many time periods as a negotiation phase (k=2j).

proposals that will be made throughout the negotiation and the resulting utilities U1

and U2.
We emphasize that the setting studied is a complete information one, meaning

that both agents are familiar with the distribution function, fi(x), and the cost, ci,
for each opportunity in B and the other parameters (v0, δ, T, k, j) in the setting. The
only parameter that is not a common knowledge (though symmetric for both agents)
is the value, vi, encapsulates for each opportunity and can only be revealed through
exploring the opportunity.

Table 1 provides a mapping of the four applications mentioned in Subsection 1.1
to the model outlined above.

We illustrate the two protocol variants using the following toy example: assume
there are two opportunities, b1 and b2, where b1 is associated with a uniform dis-
tribution between 0 and 10 and b2 is associated with a uniform distribution be-
tween 7 and 9. The exploration cost of both opportunities is c = 0.2, the default
known value is v0 = 0 and the discounting factor is δ = 0.9. Finally, the pro-
cess deadline is T = 4 and both negotiation and exploration steps take one time
period (i.e., j = 1 and k = 1). Figure 2 illustrates a possible process flow for
this example when using the non-interleaved protocol. Agt1 first proposes to ex-
plore b1 and then b2 for a payment M(2) = 4. Agt2 rejects the offer, the agents
change roles and Agt2 proposes next. Agt2 proposes to explore b1 and then b2 for
a payment M(3) = 6. Agt1 accepts the offer and Agt2 explores the opportunities
one after the other, and in this example obtains the value 8 for b1 and 9 for b2.
The utility of Agt1 will be the discounted maximum value found minus the dis-
counted payment M , i.e., U1 = 0.94 ∗ 9 − 0.92 ∗ 6 = 1.04. The utility of Agt2
will be the discounted sum of payments minus the discounted exploration fees, i.e.,
U2 = 0.92 ∗ 6− 0.93 ∗ 0.2− 0.94 ∗ 0.2 = 4.58.
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Application Agt1 Agt2 Opportunities Opportunity value Exploration cost Deadline justification
Head hunt-
ing

firm that
needs to
fill a man-
agerial
position

specialized
head-
hunter

suitable
candidates
employed
elsewhere

candidate’s worth
to the firm (taking
into account skills,
experience and
requested salary
and perks)

meeting the candi-
date, interviewing her
and negotiating the
terms of employment

a due-date by which
the position needs to
be filled (e.g., the
grace period of cur-
rently resigning em-
ployee that holds this
position)

Investments investor
interested
in invest-
ing in a
company

business
advisor
or an ac-
countant

companies
the investor
considers
investing in

true worth of the
company

cost of due-diligence
checks and essential
background research

beginning of a new
fiscal year; date by
which funds become
available

R&D company
seeking
a tech-
nological
solution
for a man-
ufacturing
problem

external
research
lab

different
production
technologies

cost of implement-
ing the proposed
solution

R&D costs; materi-
als, mokups and pro-
totypes

due date for produc-
tion

Oil drilling company
that pur-
chased the
drilling
rights for
a certain
land

contractor
with
drilling
equip-
ment
and ex-
pertise

different loca-
tions for ex-
ploratory drills

estimated amount
of oil gallons that
can be produced

cost of exploratory
drills (varies accord-
ing to location, terrain
structure, etc.)

deadline for develop-
ing the field (accord-
ing to the license)

Table 1: The mapping of the four applications mentioned in 1.1 to the studied nego-
tiation model.

Fig. 2: A possible process flow in the non-interleaved protocol for the toy example
given in the text. The upper part relates to the negotiation and exploration carried out,
and the bottom part depicts the utility gains/losses.

In the interleaved protocol the agents negotiate over the payment for exploring
one opportunity at a time as illustrated in Figure 3 for a specific possible process flow.
Here, Agt1 proposes to explore b1 in the first time period for a payment M(2) = 4.
Agt2 accepts the offer in the first time period, thus that opportunity is explored in
the second time period, revealing a value of 8. Based on the value revealed, Agt2
proposes to explore b2 for a payment M(4) = 1. Agt1 accepts, and the exploration
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Fig. 3: A possible process flow in the interleaved protocol for the toy example given
in the text. The upper part relates to the negotiation and exploration carried out, and
the bottom part depicts the utility gains/losses.

takes place during the fourth time period, revealing a value of 9. The utility of Agt1
will be the discounted maximum value found minus the discounted payments, i.e.,
U1 = 0.94 ∗ 9− 0.9 ∗ 4− 0.93 ∗ 1 = 1.58. The utility of Agt2 will be the discounted
sum of payments minus the discounted exploration fees, i.e., U2 = 0.9 ∗ 4 − 0.92 ∗
0.2 + 0.93 ∗ 1− 0.94 ∗ 0.2 = 4.04.

4 Analysis

We first review the solution to the exploration problem if it is carried out stand-alone
and then analyze the solution to the negotiation problem.

4.1 Optimal Exploration

The exploration setting embedded in the negotiation protocol augments the canonical
sequential exploration problem described by Weitzman [84] when considering a finite
number of exploration periods. The problem (referred to as ”the stand-alone explo-
ration problem” onwards) can be defined by the tuple (v0, δ, B, T, k). The optimal
exploration strategy in this case is the one that maximizes the discounted expected
value obtained when the process terminates minus the discounted expected sum of
costs incurred along the exploration. A strategy S is thus a mapping of a world state
W = (v,B, T − t+1) to an opportunity bi ∈ B which value should be obtained next,
where v is the maximum value obtained by the agent so far, B ⊆ B is the set of op-
portunities with values still unknown and t is the current time period, hence T − t+1
is the number of remaining potential exploration periods.6 (bi = ∅ if the process is to
be terminated at this point.)

The complexity of solving the stand-alone exploration problem is setting-dependent.
For example, if the deadline T enables the agent to potentially explore all the oppor-
tunities in B if requested to do so, then the solution complexity is linear in the number

6 While the proper representation should use a single variable to represent the number of remaining
periods, we prefer the use of T − t as it later coincides with the negotiation analysis.
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of opportunities [84]. The optimal exploration strategy in this case is based on setting
for each opportunity bi a reservation value, denoted ri, satisfying:7

δkci = δk
∫ ∞
x=ri

(x− ri)fi(x)dx− (1− δk)ri. (1)

Given the set of reservation values {r1, ..., rn}, the agent should explore the op-
portunity associated with the highest reservation value and terminate the exploration
process once the maximum value found so far is greater than the maximum reser-
vation value among those assigned to the remaining unexplored opportunities8. In-
tuitively, the reservation value ri can be seen as the value for which the agent is
indifferent to the exploration of opportunity bi (i.e., the exploration cost ci equals the
discounted improvement in the value it will be able to exploit). Meaning the value
ri for which the discounted cost of exploring the opportunity (left hand side) equals
the discounted marginal gain from exploring bi in case a better value is found (first
term on right hand side) minus the loss in exploitation value due to postponing the
exploitation for additional k periods (second term on the right hand side).

To illustrate the nature of the solution, consider the example used in Figures 2
and 3 where we have two opportunities to explore and k = 1. The reservation value
of opportunities b1 and b2 according to Equation 1 are: r1 = 8 and r2 = 7.32. The
optimal strategy is thus to first explore b1. If the value v1 found in b1 is greater than
7.32 then the agent should terminate the exploration, ending up with v1. Otherwise
the agent should explore opportunity b2, ending up with max(v1, v2).

Another case where the solution is relatively simple is when the opportunities are
homogeneous (i.e., associated with the same distribution of values and exploration
costs). Here, regardless of the deadline T , the solution is based on reservation values,
and can be calculated by substituting ci = c, ri = r and fi(x) = f(x) ∀i in Equation
1. According to this solution, opportunities are explored in a random order and the
exploration resumes as long as the value obtained is below the calculated reservation
value [51]. The solution complexity is constant.

In other cases, e.g., when opportunities are heterogeneous and the number of op-
portunities which can be explored is bounded (i.e., the exploration horizon becomes
a constraint over the number of opportunities that can be explored), the optimal deci-
sion rule regarding the next opportunity to explore may not be based on reservation
values, and the computational complexity of the optimal exploration strategy may
increase substantially. For example, consider a case of three heterogeneous oppor-
tunities with discrete distributions of values as described in Figure 4 and assume
that only two opportunities can be explored (i.e., T = 2 and k = 1) and also that

7 This equation is different from [84] in the sense that the cost is multiplied by δk because it is incurred
after the exploration, whereas in [84] the exploration cost is incurred before the exploration takes place.
This, however, does not qualitatively change the results reported in this paper.

8 In this sense the reservation value is just a threshold, and if the value of this threshold is too small the
agent halts the exploraton
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Fig. 4: An example of three heterogeneous opportunities. The optimal exploration
strategy here cannot be represented as a sequence of reservation values.

δ = 1. In an attempt to solve according to Equation 19, the resulting reservation
values are r1 = 98 (resulting from: 1 = 0.5(100 − r1)), r2 = 88 (resulting from:
1 = 0.5(90 − r2)) and r3 = 117 (resulting from: 1 = 1

3 (120 − r3)) for b1, b2 and
b3 respectively. The order of exploring the opportunities according to the reservation
value rule is b3, b1, b2, however in this case only two opportunities can be explored.
If exploring b3 and then b1 according to the reservation value rule, then the expected
benefit is: 1

3 × 120 + 2
3 [

1
2 (

1
2 × 100 + 1

2 × 90) + 1
2 (

1
2 × 100 + 1

2 × 10)] = 90.
However, consider an alternative exploration strategy according to which b3 is ex-
plored first. If the value obtained in b3 is v3 = 10 then opportunity b2 is explored,
and if v3 = 90 then opportunity b1 is explored. The expected benefit in this case is
1
3 × 120+ 2

3 [
1
2 (

1
2 × 100+ 1

2 × 90) + 1
2 (

1
2 × 90+ 1

2 × 70)] = 981
3 , which dominates

the reservation-value-based strategy.
In this case, the problem cannot be mapped to [84]. In that paper, Weitzman con-

jectured that the problem of extracting a solution when the number of opportunities
is greater than the number of exploration opportunities is difficult. As far as we know,
the best solution to date is the trivial one, namely to evaluate, for each subset of re-
maining unexplored opportunities the best value obtained so far, and the benefit in
continuing the exploration of each of the yet unexplored opportunities. This solution
can be represented as a decision tree of the opportunities’ exploration order and the
potential observed values. However, the size of this tree is exponential in the num-
ber of opportunities still available for exploration and the number of values in the
distribution of the different opportunities.

4.2 Non-interleaved Negotiation

We begin with the analysis of the non-interleaved negotiation protocol. The analysis
uses a standard backward induction technique [78] based on the sub-game perfect
equilibrium concept, starting from the last step and then going backwards [68,73].
The idea is that the payment offered in exchange for the exploration that the proposal
defines will guarantee the responding agent’s indifference between accepting and re-
jecting the proposal (and thus the offer is necessarily accepted) [80,3,40]. Once an

9 For the discrete case the calculation of the reservation value is similar, replacing the integral by a sum
and the probability distribution function with discrete probability Pi in Equation 1:

δkci = δk
∞∑

x=ri

(x− ri)Pi(x)− (1− δk)ri. (2)
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agreement is reached, the negotiation terminates and the exploration is executed by
Agt2 according to the exploration strategy agreed upon. Proposition 1 suggests that
both agents will never opt out of the negotiation (before the deadline), once started,
until an agreement is reached.

Proposition 1 If the proposer finds it beneficial to continue negotiating at time t,
then at any time t∗ > t, where T − t∗ + 1 ≥ j + k, the proposer (regardless of its
identity) will necessarily find it beneficial to continue with the negotiation.

Proof Assume that it is beneficial to continue negotiating at time t when the best
value obtained so far is v. Since the proposer finds it beneficial to resume the negoti-
ation, there must be at least one opportunity which expected discounted improvement
of the value v is greater than its discounted exploration cost (i.e., δk

∫∞
x=v

(x− v)fi(x)dx−
(1 − δk)v > ci). If the agents reached time t∗ > t and an agreement has not been
yet reached (i.e., no exploration takes place in the non-interleaved protocol prior to
reaching an agreement), then that opportunity is necessarily still relevant. Therefore,
further exploration is beneficial and the benefit generated through such exploration
will be divided through negotiation. The condition T − t∗ + 1 ≥ j + k is required in
order to guarantee that at least one exploration can be executed after the negotiation
that will take place at time t∗. �

We use Up(t) to denote the expected utility of agent p (where p = 1, 2) from time
period t onwards and Up̄(t) to denote the utility of the other agent. The expected ben-
efit of agent p from the process as a whole, denoted Up, is thus given by Up = Up(0).
Since value in our problem is generated only through exploration, the joint utility of
both agents from the negotiation equals the value generated from explorations carried
out in the underlying stand-alone exploration problem. We use EV (t) to denote the
expected discounted benefit (overall) from following the optimal strategy over the
underlying stand-alone exploration problem from time step t onwards. Similarly, we
use EC(t) to denote the expected discounted cost that Agt2 will incur in order to
explore the opportunities according to the optimal strategy for the underlying stand-
alone exploration problem from time step t onwards. The value EC(t) is the cost
part of EV (t), hence the improvement in the exploited value for Agt1 from time
period t onwards is greater than EV (t). However, its expected utility U1(t) is less
than EV (t) because of the side-payments. Similarly, while Agt2 incurs EC(t), its
expected utility U2(t) is positive, as it takes into consideration also the side-payments
obtained from Agt1.

Theorem 1 presents the agents’ utilities from the negotiation and the payment
M(t) in each step, for the unique subgame perfect equilibrium.

Theorem 1 The unique sub-game perfect equilibrium in the non-interleaved model
variant is to have at any time step t the proposing agent offering an exploration
strategy according to the optimal exploration solution for the stand-alone problem
(v0, δ, B, T − t− j + 1, k) for a payment M(t+ j):

M(t+ j) =

{
U2(t+ j) + EC(t+ j) if proposer = Agt1

EV (t+ j)− U1(t+ j) + EC(t+ j) if proposer = Agt2
(3)
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This offer is necessarily accepted and the agents’ expected utilities U1(t) and
U2(t) are:

Up(t) =

Σ
bT−t−k+1

j c
i=1 ((−1)i+1δij)EV (t+ ij) if p = proposer

Σ
bT−t−k+1

j c
i=2 ((−1)iδij)EV (t+ ij) if p = responder

(4)

Proof We first prove that the resulting exploration is identical to the optimal explo-
ration if carried out stand-alone. Then we prove that the payment is necessarily made
according to (3) and that the resulting agents’ utilities are given by (4).

The proposer p, when making an offer at time t, merely needs to guarantee that
the responder’s utility at time t + j if receiving its offer, Up̄(t + j), is equal to its
utility at that time if rejecting the current offer. Since the discounted sum of utilities
at time t if the offer is accepted is given by the expected benefit of the offered explo-
ration plan, denoted δjEV ′(t+ j), the proposer’s discounted expected utility, which
it attempts to maximize, is δjEV ′(t+j)−δjUp̄(t+j). This latter term is maximized
when EV ′(t+ j) is maximized, i.e., when offering to follow the optimal exploration
strategy, resulting in EV (t+ j).

As for the paymentM(t+j), we distinguish between two cases. The first is when
the proposing agent is Agt1. In this case, it needs to make sure that Agt2’s utility at
time t+j from accepting the proposal equals its utility in case of rejection, U2(t+j).
Since, by accepting the offer Agt2 incurs a cost EC(t + j), the payment M(t + j)
needs to be the sum of the last two terms, i.e., U2(t + j) + EC(t + j). Similarly,
when the proposing agent is Agt2, it needs to make sure that Agt1’s utility from
accepting the proposal at time t + j equals its utility in case of rejection, U1(t + j).
Since Agt1’s expected benefit at time t+ j from the exploration carried out by Agt2
is EV (t+ j)+EC(t+ j) (as Agt2 is the one incurring the costs), and Agt2 needs to
guarantee thatAgt1 receives onlyU1(t+j), it will request that the payment,M(t+j),
will be EV (t+ j)− U1(t+ j) + EC(t+ j).

Now, we need to prove the validity of (4). The proof is inductive, showing that if
the agents’ utilities are given by (4) for any time t′ > t then their utilities at time t
are also given by that equation. Since the proposer needs to guarantee the responder’s
discounted next step’s utility, an agent’s utility in time step t is given by:

Up(t) =

{
δjEV (t+ j)− δjUp̄(t+ j) if p = proposer

δjUp(t+ j) if p = responder (5)

Using (5) we can validate the correctness of (4) for time t where no more than a
single negotiation step can be carried out while leaving time for at least one explo-
ration within the remaining time (i.e., for time t = bT−kj c · j − j + 1). When getting
to the last negotiation step, the proposer takes over the entire exploration’s expected
benefit and the responder receives no expected benefit, i.e,:

Up(b
T − k
j
c · j − j + 1) =

{
δjEV (bT−kj c · j + 1) if p = proposer

0 if p = responder
(6)

Substituting t = bT−kj c · j − j + 1 in (4) obtains an upper index (for the sum) of

bT−(bT−k
j c·j−j+1)−k+1

j c, which equals 1. Therefore (4) is the same as (6).
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According to the inductive assumption, the agents’ utilities for any time t′ > t
are given by (4). Therefore, substituting Up(t+ j) and Up̄(t+ j) according to (4) in
(5) obtains:

Up(t) =

δjEV (t+ j)− δj(Σb
T−(t+j)−k+1

j c
w=1 ((−1)w+1δwj)EV (t+ j + wj)) if p = proposer

δj(Σ
bT−(t+j)−k+1

j c
w=1 ((−1)w+1δwj)EV (t+ j + wj)) if p = responder

(7)
Substituting i = w + 1 in (7) obtains:

Up(t) =

δjEV (t+ j)− (Σ
bT−t−k+1

j c
i=2 ((−1)iδij)EV (t+ ij)) if p = proposer

Σ
bT−t−k+1

j c
i=2 ((−1)iδij)EV (t+ ij) if p = responder

(8)

and since δjEV (t+j)−(Σb
T−t−k+1

j c
i=2 ((−1)iδij)EV (t+ij)) = Σ

bT−t−k+1
j c

i=1 ((−1)iδij)EV (t+
ij) we obtained (4).

The uniqueness of the solution results from the fact that in the last negotiation step
the unique solution is to take over the entire exploration’s expected benefit. Similarly
in any of the inductive steps backward the only possible solution is to offer the other
side exactly its discounted expected benefit if rejecting the proposal.10 �

When k = 0, i.e., when the exploration takes no time at all, all opportunities
can be potentially explored once an agreement is reached. In this case the solution to
the stand-alone problem does not depend on the remaining time T − t + 1 (i.e., the
solution to (v0, δ, B, T − t + 1, 0) is the same regardless of the value of t). More-
over, since all opportunities can potentially be explored, the optimal strategy can be
extracted simply by calculating the appropriate reservation values according to (1).
The optimal exploration will follow the order of the reservation values, terminating
the exploration process once the maximum value found so far is greater than the
maximum reservation value among those assigned to the remaining unexplored op-
portunities (see Section 4.1). For the same reasons, the value of EV (t) in this case
does not depend on t, i.e., EV (t) = EV ∀t ≤ T . Furthermore, in case k = 0 and
j = 1 (i.e., each negotiation step takes one time period), we obtain:

Up(t) =

{
(δ −ΣT−t+1

i=2 (−1)iδi)EV if p = proposer
ΣT−t+1
i=2 (−1)iδiEV if p = responder

(9)

This latter result is in fact the solution for the legacy negotiation protocol with no
exploration as appears in [20].11

10 In some degenerate cases the optimal exploration itself is not unique and there is possible more than
one expected-benefit-maximizing way to explore the opportunities (e.g., when two opportunities have the
same reservation value). In this case we the agents can follow an arbitrary pre-defined sequencing rule for
the opportunities associated with the same reservation value when constructing their offers.

11 See Equation 1 in [20], which defines the portion out of the δEV pie that is being divided between
the two parties.
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Non-interleaved Negotiation with Immediate Exploration An important variant of
the non-interleaved negotiation protocol is the one where upon acceptance of a pro-
posal the exploration process starts immediately (rather than waiting j time periods).
This case is common in domains where upon a rejection of a proposal the two sides
need to spend time preparing their counter proposal, whereas acceptance does not
involve any delays in the execution of the exploration. Formally, we no longer use
the parameter j to indicate the amount of time that the agents need to wait until a new
proposal can be made or until the exploration can start executing from the time the
proposal was made . Instead, we distinguish between: jreject, denoting the amount
of time (measured in time periods) that the agents need to wait between one proposal
and the next if the first was rejected, and jaccept, denoting the amount of time (mea-
sured in time periods) that the agents need to wait from the time a proposal was made
until exploration according to this proposal can start executing, if that proposal is ac-
cepted. The non-interleaved negotiation with immediate exploration protocol is thus
defined as: jaccept = 0, jreject > 0 and k ≥ 0. The solution for this latter protocol is
similar to the one given above for the general non-interleaved negotiation protocol:
instead of using EV (t + ij) in Equation 4 we use EV (t) and there is no need to
discount the expected benefit when the proposal is accepted (i.e., instead of using δij

in Equation 4 we use δ(i−1)j). The agents’ utilities are thus calculated as:

Up(t) =

Σ
bT−t−k+1

j c
i=1 ((−1)i+1δ(i−1)j)EV (t) if p = proposer

Σ
bT−t−k+1

j c
i=2 ((−1)iδ(i−1)j)EV (t) if p = responder

(10)

Similarly, the appropriate modification of Equation 3 describing the payments
made in this case becomes (replacing EC(t + j) with EC(t) and EV (t + j) with
EV (t)):12

M(t) =

{
δjU2(t+ j) + EC(t) if proposer = Agt1

EV (t)− δjU1(t+ j) + EC(t) if proposer = Agt2
(11)

A corollary of Theorem 1 is that at time period t in the non-interleaved negotiation
with immediate exploration protocol, the proposing agent will offer an exploration
strategy according to the optimal exploration solution for the stand-alone problem
(v0, δ, B, T − t+ 1, k).

The importance of the non-interleaved with immediate exploration negotiation
protocol is that, as we show later in this section, it facilitates the solution of the in-
terleaved negotiation protocol that is given in the following paragraphs, substantially
reducing its computational complexity.

4.3 Interleaved Negotiation Protocol

Next we analyze the interleaved negotiation protocol where, in each step, the pro-
poser offers the exploration of a specific opportunity for some payment M(t). In this
protocol, in some situations, depending on the best value found so far, the agents will

12 Notice that in this case the payment is made at the time of the proposal, rather than at time t+ j.
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opt out in step t < T of the negotiation (in contrast to Proposition 1 which precludes
such scenarios in the non-interleaved case). As with the non-interleaved protocol,
the analysis of the negotiation process uses a standard backward induction technique
[78]: the payment proposed for exploring opportunity bi guarantees that the respond-
ing agent is indifferent between accepting and rejecting the proposal (and thus the
offer is necessarily accepted).

Given a negotiation setting (v0, δ, B, T, j, k) we define a negotiation step as a
tuple (t, v,B) representing reaching t with a set B ⊆ B of opportunities that are
available to explore, and the best value found so far is v. We use UP (t, v,B) to de-
note the expected utility gain (onwards) of agent p if in state (t, v,B). In the case
of Agt1, UP (t, v,B) captures the discounted expected improvement in its exploita-
tion value due to the explorations to come minus the expected discounted payments
made to Agt2 from this step onwards. Similarly, for Agt2, UP (t, v,B) represents the
expected discounted payments received minus the expected discounted exploration
costs incurred throughout future explorations.

Theorem 2 unfolds the unique subgame perfect equilibrium in the interleaved
model variant, including the agents’ utilities UP (t, v,B) from the negotiation and the
payment M(t) offered at each step.

Theorem 2 The unique sub-game perfect equilibrium in the interleaved model vari-
ant mandates that when the agents reach state (t, v,B), the proposer will choose to
either: (a) terminate the negotiation if the optimal solution to the stand-alone explo-
ration problem (v,B, T − t+ 1, j + k) is to terminate the exploration, or otherwise
(b) offer to explore the first opportunity according to the optimal exploration strategy
for the stand-alone problem (v,B, T − t+ 1, j + k), for a payment:

M(t, v,B) =


U2(t+ j, v,B) + δkci

−δk
∫∞
y=−∞ U2(t+ j + k,max(v, y),B − bi)fi(y)dy if proposer = Agt1

δk
∫∞
y=−∞(max(v, y)− v

δj+k
)fi(y)dy − U1(t+ j, v,B)

+δk
∫∞
y=−∞ U1(t+ j + k,max(v, y),B − bi)fi(y)dy if proposer = Agt2

(12)
Where UP (t, v,B) is given by:

U1(t, v,B) =


−δjM(t+ j, v,B) + δj+k

∫∞
y=−∞(max(v, y)− v

δj+k
)fi(y)dy

+δj+k
∫∞
y=−∞ U1(t+ j + k,max(v, y),B − bi)fi(y)dy if T − t+ 1 ≥ j + k

0 otherwise
(13)

U2(t, v,B) =


δj+k

∫∞
y=−∞ U2(t+ j + k,max(v, y),B − bi)fi(y)dy

+δjM(t+ j, v,B)− δj+kci if T − t+ 1 ≥ j + k
0 otherwise

(14)
This offer is necessarily accepted.
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Proof We first prove that Equations 13 and 14 capture the expected utility of Agt1
and Agt2, respectively, if the proposer’s proposal to explore opportunity bi is ac-
cepted. Then, we prove that the payment that makes the responder indifferent be-
tween accepting or rejecting the proposal is captured by Equation 12. Finally, we
prove that opportunity bi is necessarily selected according to the optimal exploration
strategy for the appropriate stand-alone exploration problem.

If the proposal is accepted and opportunity bi is explored, then Agt1’s expected
utility is the sum of the discounted payment M(t+ j, v,B) it makes to Agt2 at time
t+j (i.e., discounted by δj), the discounted expected improvement in its current value
after exploring bi, given by

∫∞
y=−∞(max(v, y) − v

δj+k
)fi(y)dy (which becomes ap-

plicable at time t + j + k thus discounted by δj+k) and its expected discounted
benefit from the next negotiation (that takes place in j + k periods, thus discounted
by δj+k) onwards, given by

∫∞
y=−∞ U1(t+ j + k,max(v, y),B − bi)fi(y)dy, which

corresponds to Equation 13. Agt2’s expected utility in this case is the sum of the dis-
counted payment M(t+ j, v,B) it receives from Agt1 at time t+ j (thus discounted
by δj), its discounted cost, ci, of exploring opportunity bi (paid at time t + j + k,
thus discounted by δj+k) and its expected discounted benefit from the following ne-
gotiation step (starting in j + k periods, thus discounted by δj+k) onwards, given
by
∫∞
y=−∞ U2(t+ j + k,max(v, y),B − bi)fi(y)dy, which corresponds to Equation

14. In both Equations 13 and 14, if no additional negotiation can be carried out while
leaving time for exploration, the agents’ expected utilities is zero, as there is no fur-
ther benefit that can be generated and divided between the agents.

If the proposal is rejected, then the agents can negotiate again after j time periods
(keeping the same v and B values), hence the agents’ utilities are given by:

Up(t, v,B) = δjUp(t+ j, v,B) (15)

In order to guarantee that the responding agent is indifferent between accepting
and rejecting the proposal, we need to setM(t+j, v,B) such that the responder’s util-
ity according to (13) and (14) is equal to (15). Equating (13) and (15) yields Equation
12 for the case where Agt2 is the proposer. Similarly, Equating (14) and (15) yields
Equation 12 for the case where Agt1 is the proposer.

So far, we have proven that equations 12-14 capture the appropriate payment and
the agents’ utilities if the proposer requests the exploration of opportunity bi. Now
we present an inductive proof, showing that the opportunity bi that will be included
in the proposer’s proposal is indeed the one that ought to be explored according to
the optimal exploration strategy for the appropriate stand-alone problem (v,B, T −
t + 1, j + k). When getting to the last negotiation iteration (i.e., at time t where
T −(2j+k)+1 < t ≤ T −(j+k)+1), the utilities U2(t+j+k,max(v, y),B−bi)
and U1(t + j + k,max(v, y),B − bi) are zero (by definition, according to (13) and
(14)). Similarly, when calculating the paymentM(t+j, v,B) according to (12), such
that T − (2j+ k) + 1 < t ≤ T − (j+ k) + 1 (i.e., in the call to M(t+ j, v,B) made
by (13) and (14) when in the last negotiation iteration), the utilities U2(t + j, v,B)
and U1(t+ j, v,B) are zero. Therefore we obtain:



22 Israel Sofer et al.

M(t+ j, v, B) =

{
δkci if proposer = Agt1

δk
∫∞
y=−∞(max(v, y)− v

δj+k
)fi(y)dy if proposer = Agt2

(16)

Up(t, v,B) =
{
−δjM(t+ j, v,B) + δj+k

∫∞
y=−∞(max(v, y)− v

δk+j
)fi(y)dy if p = Agt1

δjM(t+ j, v,B)− δj+kci if p = Agt2
(17)

Substituting (16) in (17) obtains:

Up(t, v,B) =
{
δj+k

∫∞
y=−∞(max(v, y)− v

δj+k
)fi(y)dy − δj+kci if p = proposer

0 if p = responder
(18)

The term δj+k
∫∞
y=−∞(max(v, y)− v

δj+k
)fi(y)dy−δj+kci in (18) is actually the

expected benefit from the exploration of bi, given that the best known value at time
t is v. Therefore the proposer will prefer proposing the exploration of bi associated
with the best expected benefit, which is equivalent to the exploration rule according
to the optimal solution to the stand-alone problem.

Now assume that the proposer at any negotiation step t′ > t offers the exploration
of the next opportunity that should be explored according to the optimal stand-alone
exploration strategy. We need to show that the proposer that needs to make a proposal
at time t follows the same rule. We useEV (t, v,B) to denote the expected net benefit
from the exploration that is about to take place from time period t onwards when
the best value found so far is v and the set of available opportunities is B. We first
show that U1(t, v,B) + U2(t, v,B) = EV (t, v,B). The proof for this is once again
inductive, showing that if U1(t, v,B) + U2(t, v,B) = EV (t, v,B) for any t′ > t,
then so is the case for t. We have already shown that, when t is the time of the
last negotiation step, the proposer’s expected benefit is the expected benefit from the
exploration carried out, and the expected benefit of the responder is zero. Therefore
the sum of utilities isEV (t, v,B). For any other t, we sumU1(t, v,B) andU2(t, v,B)
according to Equations 13 and 14, obtaining:

U1(t, v,B) + U2(t, v,B) = δj+k
∫ ∞
y=−∞

(max(v, y)− v

δj+k
)fi(y)dy (19)

+ δj+k
∫ ∞
y=−∞

(
U1(t+ j + k,max(v, y),B − bi)

+ U2(t+ j + k,max(v, y),B − bi)
)
fi(y)dy − δj+kci

Since, according to the induction hypothesis, U1(t+ j + k,max(v, y),B− bi) +
U2(t+j+k,max(v, y),B−bi) = EV (t+j+k,max(v, y),B−bi), and δj+k

∫∞
y=−∞(max(v, y)−

v
δj+k

)fi(y)dy−δj+kci is the immediate benefit from the current exploration, the sum
U1(t, v,B) + U2(t, v,B) as calculated in (19) is in fact EV (t, v,B).

Having established the equality U1(t, v,B) + U2(t, v,B) = EV (t, v,B), and
given that the responder’s utility Up̄(t, v,B) that the proposer needs to guarantee is
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δjUp̄(t+ j, v,B) (according to (15)), the proposer’s expected utility is Up(t, v,B) =
EV (t, v,B)− δjUp̄(t+ j, v,B). Since the value of Up̄(t+ j, v,B) does not depend
on bi (since it is the case when an offer is rejected and the values v and B do not
change), the choice of bi affects only the value ofEV (t, v,B). Therefore the proposer
will choose the opportunity bi that maximizes EV (t, v,B). Since according to the
inductive assumption future explorations will follow the optimal exploration strategy,
the opportunity bi that maximizes EV (t, v,B) is necessarily the one that maximizes
the stand-alone problem (V,B, T − t+1, j + k). Therefore the proposer will always
follow the optimal exploration strategy as stated in the theorem.

Finally, we note that since U1(t, v,B) + U2(t, v,B) = EV (t, v,B), the utility
of the responder if it will choose to reject the proposal is at most EV (t, v,B) > 0
(as when rejecting, less periods remain for exploration and also benefits are further
discounted). Therefore, as long as EV (t, v,B) > 0, the proposer will have an incen-
tive to resume the negotiation. The case where EV (t, v,B) < 0 precludes a positive
utility for the proposer and thus it will opt out. Similarly, the optimal choice for the
corresponding stand-alone problem in this case is to terminate the exploration.

The arguments for the uniqueness of the equilibrium are the same as in the proof
of Theorem 1. �

4.4 Comparing the Non-Interleaved and Interleaved Protocols

While the same set of opportunities is available to and can be potentially explored
by the agents in both of the interleaved and non-interleaved protocols, and the dead-
line is the same, the resulting exploration in each case is different. This is evident
from Theorems 1 and 2, as the exploration takes place according to the optimal so-
lution to two different stand-alone underlying problems. In fact, despite the similar
deadline, when using the interleaved protocol the agents are more constrained by the
number of opportunities they can potentially explore, as they have less “effective”
exploration time (compared to the non-interleaved case). Another difference between
the protocols is in the ability to share the risk between the agents. For example in
the interleaved protocol, Agt1 will offer Agt2 a payment before each exploration is
executed, and this payment always exceeds the cost of the exploration. Hence, Agt2
can never walk away with negative utility. In the non-interleaved model, insuring that
Agt2 always walks away with a non negative utility may require signing a complex
contract.

From the computational aspect, the interleaved negotiation protocol is more com-
plex than the non-interleaved negotiation protocol. In the non-interleaved negotiation
the computational complexity of calculating the solution is linear in the number of ne-
gotiation steps, since the negotiation terminates once an offer is received. Computing
the offers of the interleaved protocol using the naive backward induction approach
requires an exponential number of steps. The reason for this is that regardless of
whether an offer is accepted or not, the negotiation may continue. The additional ne-
gotiations from that point on, influence the offer made by the proposer (as it will want
to offer a side-payment with which the responder is indifferent between accepting and
rejecting) hence it is solved by the recursion prior to analyzing the current step, for all



24 Israel Sofer et al.

Fig. 5: Equivalence between the interleaved and non-interleaved variants for the case
of jaccept = 0 and k = jreject > 0.

possible future outcomes of the exploration. In order to deal with the computational
complexity we introduce Theorem 3, which avoids the naive induction.

Theorem 3 The agents’ expected utilities, U1(t, v,B) and U2(t, v,B), resulting from
negotiating according to the interleaved negotiation protocol given a setting (v, δ,B, T−
t+1, j, k) are equal to U1(t) and U2(t) resulting from a non-interleaved negotiation
with immediate exploration setting (v, δ,B, T − t+1, jaccept = 0, jreject = j, j+k)
(see Section 4.2).

Proof In both negotiation protocols the resulting exploration follows the optimal ex-
ploration strategy for the stand-alone problem (v, δ,B, T − t + 1, j + k), according
to Theorem 1 and Theorem 2. Therefore, the expected sum U1(t, v,B) + U2(t, v,B)
in both cases equals EV (t, v,B). This enables an inductive proof for the theorem. In
the final negotiation iteration T − (2j + k) + 1 < t ≤ T − (j + k) + 1 (i.e., when
no further exploration can be negotiated and executed), the expected utility of the
responder is zero in both protocols, and the expected utility of the proposer in both
cases is the expected benefit of the corresponding stand-alone problem. Now assume
that the agents’ expected utilities when reaching any state (t′ > t, v′ ≥ v,B′ ⊆ B)
are identical in both negotiation protocols. We need to prove that the agents’ expected
utilities when in state (t, v,B) are also identical. The expected utility of the proposer
in the interleaved protocol is Up(t, v,B) = EV (t, v,B)−δjUp̄(t+j, v,B) and in the
non-interleaved protocol with immediate exploration Up(t) = EV (t)− δjUp̄(t+ j)
where v0 = v and B = B. For the responder, the expected utility is δjUp̄(t+ j, v,B)
and δjUp̄(t+ j) for the interleaved and non-interleaved protocols respectively. Since
the values of EV (t, v,B) = EV (t) and Up̄(t + j, v,B) = Up̄(t + j) are identical
in both protocols (the first due to following the same exploration strategy as proven
above and the second due to the induction assumption), so is the utility in both proto-
cols, i.e., Up(t, v,B) = Up(t). The reason for using the non-interleaved negotiation
with immediate exploration rather than the regular non-interleaved protocol is that
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in the first, the resulting exploration follows the optimal exploration strategy for the
stand-alone problem (v, δ,B, T − t+1, j+k), whereas in the second it is the optimal
exploration strategy for the stand-alone problem (v, δ,B, T − t− j + 1, j + k). �

The equivalence is demonstrated in Figure 5 for the case where jreject = k >
0. In the non-interleaved protocol with immediate exploration, the proposing agent
offers, at any time t, an exploration strategy for a paymentM(t) and in the interleaved
protocol the proposing agent offers, at any time t, the exploration of an opportunity bi
for a payment M(t+ j). In the non-interleaved protocol with immediate exploration,
if an offer is accepted then the exploration is carried out in the same time period,
however if the offer is rejected the negotiation resumes in the next period. When
the responding agent always accepts the offer, the number of explorations in both
protocols is identical (and equals b T

j+k c). From the figure we can see that in both
protocols the negotiation flow when proposals are accepted is the same and is fully
aligned, making the agents’ utilities identical.

Using Theorem 3 the agents can replace the interleaved negotiation with a sim-
pler, non-interleaved one that yields the same outcomes for both agents. Computing
the outcomes using the non-interleaved variant requires computing the optimal explo-
ration sequence for b T

j+k c stand-alone exploration problems of the form (t, v0,B).
Therefore, instead of computing the outcomes using the interleaved protocol with
exponential complexity, we can use the non-interleaved protocol and decrease the
complexity to linear in the negotiation horizon T .

In many settings, as discussed in Subsection 4.1, the optimal solution for the ex-
ploration problem is immediate and thus the complexity of solving the negotiation
problem, when using the non-interleaved variant, becomes linear in the number of
allowed negotiation steps. Furthermore, Theorem 3 can also be used as an efficient
means for computing the payments that need to be made by Agt1 even if the inter-
leaved protocol is preferred for the reasons discussed in the introduction: given state
(t, v,B), the proposer will offer to explore the next opportunity according to the op-
timal exploration strategy for the corresponding stand-alone problem. The payment
M(t+ j, v,B) will be determined as the difference: δjUp̄(t+ j)−

∫∞
x=v

Up̄(t+ j +
k)fi(x)dx, where Up̄(t + j) and Up̄(t + j + k) are calculated as the solution to the
two appropriate instances of the non-interleaved negotiation problem with (v,B) and
(max(x, v),B − bi) respectively.

Before continuing to the next section, we map some cases where the interleaved
protocol dominates its corresponding non-interleaved variant and vice-versa. As part
of this analysis we refer both to individual utilities and social welfare, where the latter
in our case is considered to be U1 +U2. For exposition purposes we assume in all the
examples bellow, WLOG, that Agt1 is the first proposer in the negotiation.

Proposition 2 The non-interleaved protocol will always produce a greater or equal
social welfare, in comparison to the equivalent interleaved protocol.

Proof The proof is straightforward. We have already established the fact that in both
protocols the exploration will take place according to the optimal strategy for the
corresponding stand-alone problem (for the non-interleaved protocol see Theorem 1
and for the interleaved negotiation protocol see Theorem 2). The resulting stand-alone
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problems in both protocols consider the same set of opportunities, however while the
number of allowed explorations potentially enabled in the non-interleaved protocol
is bT−jk c, in the interleaved protocol it is b T

j+k c. Therefore, the value of EV (t) for
the non-interleaved protocol is necessarily greater than the value of EV (t, v, B) for
the interleaved one, when using the optimal strategy in both cases. Since we have
already established that the social welfare (i.e, the utilities sum) is captured by the
expected net-benefit of the exploration that actually takes place, the social welfare in
the case of the non-interleaved protocol is necessarily greater than in the case of the
interleaved one. �

An increase in the social welfare, though, does not guarantee that both agents will
increase their utility individually. Still, from Proposition 2 we conclude that a setting
in which both agents prefer to negotiate according to the interleaved negotiation pro-
tocol cannot exist. This is simply because if both benefit, then the total should be
greater when using the interleaved protocol with that setting, contradicting Propo-
sition 2. Interestingly, settings in which both agents will prefer the non-interleaved
protocol over the interleaved protocol do exist, as proven in the following proposition.

Proposition 3 There are settings for which both agents can increase their individual
utility by preferring to negotiate according to the non-interleaved protocol, rather
than according to the interleaved protocol.

Proof We demonstrate that both agents may prefer the non-interleaved protocol us-
ing a simplified example. Consider a case where there are n ≥ 22 homogeneous
opportunities such that each opportunity is associated with uniform distribution be-
tween 0 and 1. There is no discounting (δ = 1) and the exploration cost is c = 0. The
negotiation horizon is T = 32, each negotiation iteration takes j = 10 periods and
each exploration iteration takes k = 1 periods. We note that for the uniform distribu-
tion function the expected maximum of a k-sized sample is given by k/(k + 1) [79].
Furthermore, since c = 0 and δ = 1, the optimal strategy for the stand-alone prob-
lem is always to explore as many opportunities as possible, subject to the negotiation
horizon constraint.

We begin with the interleaved protocol. In this case we can solve using Theorem
3, i.e., using the non-interleaved protocol with immediate exploration (where explo-
ration takes k′ = 11 periods, jreject = 10 and jaccept = 0). When reaching the last
negotiation step, i.e., at time t = 21, Agt1 is the proposer and it offers Agt2 nothing
in exchange for one exploration, hence U1(21) =

1
2 and U2(21) = 0. Consequently,

at time t = 11 Agt2 will offer the exploration of two opportunities in exchange for
a payment of M = 2

3 −
1
2 , in order to guarantee that Agt1 obtains a utility equal

to U1(21) = 1
2 (as δ = 1). Hence U1(11) = 1

2 and U2(11) = 2
3 −

1
2 . Finally, at

time t = 1 there are only two explorations that can be executed if Agt1’s proposal
is accepted, hence the utilities are similar to those at time t = 11, i.e., U1(1) = 1

2
U2(1) =

2
3 −

1
2 = 1

6 (again, since δ = 1).
Next, we move to the non-interleaved case. If the non-interleaved protocol is

used, then when the last negotiation step is reached, i.e., at time t = 21, Agt1 is the
proposer, offering Agt2 nothing in exchange for exploring two opportunities, hence
U1(21) = 2

3 and U2(21) = 0. Consequently, at time t = 11, Agt2 will offer the
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exploration of 12 opportunities in exchange for a payment M = 12
13 −

2
3 , in order

to guarantee that Agt1 will obtain a utility of U1(21) =
2
3 . Hence U1(11) =

2
3 and

U2(21) = 12
13 −

2
3 . Finally at time t = 1 Agt1 will offer Agt2 the exploration of

22 opportunities in exchange for M = 22
23 −

12
13 + 2

3 . The agents’ utilities are thus:
U1(1) =

22
23−

12
13 +

2
3 = 0.7 and U2(1) =

12
13−

2
3 = 0.256, i.e., both agents’ expected

utilities in the non-interleaved case are greater than their expected utilities when us-
ing the interleaved protocol (which are U1(1) =

1
2 U2(1) =

1
6 as calculated above).

�

Despite the superiority of the non-interleaved protocol over the interleaved one
from the social-welfare point of view, it is possible that one of the two agents will
prefer the latter protocol over the non-interleaved one. As an example of such a case,
consider the same setting used for the proof of Proposition 3, except that T = 31
(instead of T = 32 in the original setting). Once again we use the non-interleaved
protocol with immediate exploration for solving the interleaved protocol, using the
same transformation as in the proof for Proposition 3. This time, however, at time
t = 11Agt2 is the proposer and there is only one exploration that can be offered as at
time t = 21 (because T = 31), therefore U1(11) =

1
2 and U2(11) = 0. When t = 1,

two opportunities can be explored given the new negotiation horizon constraint, and
since Agt1 is the proposer, and since the payment to Agt2 needs to guarantee a zero
utility, we obtain: U1(1) =

2
3 and U2(1) = 0.

The computations for the non-interleaved protocol are also similar to those given
in the proof for Proposition 3 except that there is one less opportunity that can be ex-
plored in the proposals made. Therefore:U1(21) =

1
2 andU2(21) = 0. Consequently,

at time t = 11 Agt2 will offer the exploration of 11 opportunities in exchange for a
payment 11

12−
1
2 , and the corresponding utilities are:U1(11) =

1
2 andU2(1) =

11
12−

1
2 .

Finally, at time t = 1 Agt1 will offer Agt2 the exploration of 21 opportunities in ex-
change for 21

22 −
11
12 + 1

2 . Agt2’s utility is thus U2(1) =
11
12 −

1
2 > 0, i.e., Agt2 would

prefer to negotiate according to the interleaved protocol.
Interestingly, when using the interleaved protocol in the last example, Agt1 re-

ceived all the benefit of the process while the expected benefit of Agt2 was zero.
Theorem 4 defines a class of settings, for which the solution will necessarily be of
that form.

Theorem 4 In the interleaved protocol when there is no discounting (δ = 1), then
the agent to propose last, Agtp, will gain the entire expected benefit from the explo-
ration and the other agent will gain zero, if: (a) for every time period i · (j + k) + 1

(i ≥ 0), where Agtp is the proposer, the following holds: bT−i(j+k)−1−j−2wj
j+k c =

bT−i(j+k)−1−2j−2wj
j+k c for any w such that T − i(j+k)−1−2j−2wj > 0; and (b)

for every time period i · (j + k) + 1 (i ≥ 0), where the other agent is the proposer,
the following holds: bT−i(j+k)−1−2wj

j+k c = bT−i(j+k)−1−j−2wj
j+k c for any w such that

T − i(j + k)− 1− j − 2wj > 0.

Proof Assume that the agents are in period i ·(j+k)+1 and it isAgtp’s turn to make
a proposal. We prove that if the condition specified in (a) holds, then the other agent’s
expected utility, Up̄(i · (j + k) + 1), is necessarily zero. The proof is inductive and
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shows that under the above conditions, if for somew > 0Agtp is the proposer at time
i·(j+k)+2wj+1 and Up̄(i·(j+k)+2wj+1) = 0, then necessarily Up̄(i·(j+k)+
2j+2wj+1) = 0. For the highestw value for which i·(j+k)−k−j+2wj+1 > 0,
denoted w′, we know from bT−i(j+k)−1−2wj

j+k c = bT−i(j+k)−1−j−2wj
j+k c that Agtp is

necessarily the last that will have a chance to make a proposal that will result in
some exploration (as the condition bT−i(j+k)−1−2wj

j+k c = bT−i(j+k)−1−j−2wj
j+k c in

this case suggests that if Agtp̄ can still make a proposal that will enable exploration
then so can Agtp). Therefore, Up̄(i · (j + k) − k − j + 2w′j + 1) = 0. Assume
that for some w > 0, Agtp is the proposer at time i · (j + k) + 2wj + 1 and Up̄(i ·
(j + k) + 2wj + 1) = 0. We now show that Up̄(i · (j + k) + 2wj − 2j + 1) = 0.
This is straightforward, because regardless of the payment suggested by Agtp̄ at time
i·(j+k)+2wj−j+1,Agtp can reject the proposal and offerAgtp̄ its utility if further
rejecting, i.e., Up̄(i · (j + k) + 2wj + 1) = 0, and gain the entire expected benefit.
The number of opportunities that can be explored at times i · (j + k) + 2wj − j + 1
and i · (j + k)− 2wj − 2j is equal according to the condition given in (a) as no loss
is incurred due to the rejection (as δ = 1). Therefore, at time i · (j + k) + 1 (which
is equivalent to w = 0), Up̄(i · (j + k) + 1) = 0.

Now assume that the agents are in period i · (j + k) + 1 and it is Agtp̄’s turn to
make a proposal. The same logic used for proving (a) can be applied to show that if
Agtp rejects the offer then, under the conditions given in (b) the expected utility of
Agtp̄ is zero and the same amount of opportunities can still be explored (and no loss
is incurred due to discounting).

Having established the above, the proof is completed since proposals will be made
only at times i · (j + k) (according to Theorem 2, as an offer is made according to
the optimal solution to the stand-alone problem, always accepted, and an exploration
takes place after each proposal), thus Up̄(i · (j + k) + 1) = 0 for any i > 0. �

The above theorem can best be understood with the specific example where j = k
(which complies with the theorem’s condition). Here, the last agent to propose ends
up with the entire revenue when δ = 1, because only when it is that agent’s turn to
make a proposal the number of opportunities that can potentially be explored changes.
Therefore, the other agent cannot benefit from rejecting the proposal since, once it
becomes the proposer, the first agent can reject it during his turn and become the
proposer once again without sacrificing the overall benefit that can be achieved by
the exploration process.

Finally, we show that for a specific interleaved protocol variant the results ob-
tained are exactly the same as with its non-interleaved equivalent (i.e., without chang-
ing the problem setting as in Theorem 3). This case is when, upon acceptance of a
proposal in both the interleaved and non-interleaved protocols, the exploration pro-
cess starts immediately (i.e., a non-interleaved and interleaved protocols with imme-
diate exploration). Similar to its non-interleaved variant, the interleaved protocol with
immediate exploration uses jaccept = 0 and jreject ≥ 0, and its applicability derives
from the same justifications given above for this variant (see Section 4.2). Figure 6
describes both protocols when used in their immediate exploration form for the case
where j = k. The figure illustrates that whenever an offer is accepted the exploration
executes in the same time period in both protocols.
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Fig. 6: Interleaved and non-interleaved protocols with immediate exploration.

Proposition 4 The interleaved and non-interleaved protocol variants with immedi-
ate exploration always result in the same solution (exact same utilities to the two
players).

Proof Following the same steps made in the proof of Theorem 2 (with the only
change being that the acceptance does not require waiting j time periods), we obtain
that in the interleaved negotiation protocol with immediate exploration the agent will
propose according to the solution to the stand-alone problem (v, δ,B, T − t + 1, k).
Given the latter result, we can use a proof identical to the one given for Theorem 3
(with the only change being considering the stand-alone problem (v, δ,B, T−t+1, k)
instead of (v, δ,B, T − t+ 1, j + k)) in order to show that the agents’ utilities using
both protocols are identical. �

One important implication of Proposition 4 is that both agents will be indifferent
to the protocol to be used whenever the exploration is immediate, i.e., when accep-
tance does not induce further delays. This means that the agents can be interchanged
between the two protocols, based on external preferences. For example, ifAgt1 wants
to guarantee that Agt2 actually follows the optimal exploration strategy, then it can
request to use the interleaved protocol, without inflicting any change to the utility of
the two. Similarly, in cases where the negotiation itself results with some additional
overhead, the agents can switch to the non-interleaved protocol, reducing the neces-
sary overhead while guaranteeing the same utilities as in the more complex protocol.

Finally, we note that none of the above proofs relied on the equivalence between
the discounting of payments and the values associated with the different opportuni-
ties. Therefore a model in which payments and opportunity values are discounted
differently, or a model where each agent is assigned a different discounting factor
are also supported, by multiplying by the appropriate discounting factor whenever
applicable.
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5 Controlling the Negotiation Protocol

In this section we illustrate the differences in the resulting individual utilities and
in social welfare when using the interleaved and non-interleaved protocols. The two
protocols are also compared with the legacy negotiation protocol in which the divided
surplus is fixed throughout the negotiation (i.e., when k = 0, hence in each step
all available opportunities can potentially be explored) as discussed in Section 4.2
(and also see [68]). The numerical illustrations given in this section also enable a
thorough discussion of the choice of controlling the negotiation setting parameters
for improving one’s individual expected utility. In particular we focus on the choice
of the negotiation horizon and the intensity of the exploration. Understanding the
influence of allowing any of the agents control over these negotiation parameters
is important, as in many scenarios the agents are not equal in their power over the
negotiation.

Since results of this section are mostly of an existential nature, the illustrations
use, in large, a synthetic, simplistic environment where opportunities are homoge-
neous. Therefore, unless stated otherwise, the opportunities share the same explo-
ration cost and distribution of values (uniform between 0 to 1 in this case), and
j = k = 1. Similarly, for the legacy negotiation protocol we assume j = 1. We
also assume in the illustrations that Agt1 is the first to propose (though the same
phenomena occur if Agt2 proposes first).

5.1 Affecting Parameters

The parameters that characterize our archetypal model are the negotiation horizon,
the discounting factor and the set of exploration opportunities available (characterized
by their distribution of values and exploration cost). For the legacy negotiation pro-
tocol in which the divided surplus is fixed throughout the negotiation, the influence
of these parameters (individually, given that the other two are fixed) over individual
utilities is given as follows:

– Negotiation horizon - the expected-utility-maximizing negotiation horizon for the
agent that is set to be the first to issue a proposal is T = 1. For the other agent it
is T = 2. This result is straightforward from Equation 9.13

– Discounting of gains and costs - the expected-utility-maximizing discounting fac-
tor for the agent that is set to be the last to issue a proposal is δ = 1. This derives
directly from Equation 9 as the term by which the exploration’s expected bene-
fit is multiplied becomes equal to 1 whenever the agent is the last proposer (i.e.,
whenever the negotiation horizon is even if the player is the first proposer and
odd otherwise). Therefore, by using δ = 1 the agent that proposes last guarantees
obtaining the entire expected benefit from the exploration.14 If the agent is not

13 One specific case worth mentioning within this context is when δ = 1. Here, the agent that is set to
be the first to issue a proposal will prefer any odd negotiation horizon and the other agent will prefer any
even horizon.

14 Notice that while that EV is fixed for the legacy negotiation protocol, even if the exploration that
takes place was affected by δ this would not change the result, because the exploration’s expected benefit
is also maximized for δ = 1.
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the last one to issue a proposal, then the expected-utility-maximizing discounting
factor is some 0 < δ∗ < 1 that maximizes the agent’s expected utility according
to the fixed surplus variant of Equation 9. For example, if T = 5 and the agent is
not the last to issue a proposal, then δ∗ = 0.73 is the discounting factor for which
ΣT−t+1
i=2 (−1)iδiEV is maximized.

– Opportunities - in general, the more favorable the stand-alone exploration prob-
lem is, the greater the individual expected utility of both agents, regardless of the
values the other problem parameters obtain. This is because the agents divide a
fixed sum EV among themselves, and the portion that each of them receives (ac-
cording to Equation 9) does not depend on EV . For example, if the exploration
cost of any of the opportunities decreases, then both agents’ individual utilities
will increase.

In the following paragraphs we demonstrate that the above does not generally
hold in our interleaved and non-interleaved protocols. We begin with the exploration
cost as a representative of a more or less favorable exploration stand-alone problem.
Consider a case where there are two opportunities b1 and b2, where b1 is associated
with a value 100 with probability 0.5 and zero otherwise, and b2 is associated with
a value 50 with probability 0.5 and 70 otherwise. The exploration costs are c1 =
c2 = 2 and the other setting parameters are k = j = 1 and δ = 1. The optimal
exploration strategy according to Section 4.1 when both opportunities can be explored
is to explore opportunity b1 first, and if the value found is zero to continue with
the exploration of b2 (and terminate exploration otherwise). The expected benefit of
this exploration process is −2 + 100 ∗ 0.5 + 0.5 ∗ (0.5 ∗ 70 + 0.5 ∗ 50 − 2) =
77. When only one opportunity can be explored, the optimal exploration strategy
is to explore b2, yielding 58. Consequently, when negotiating according to the non-
interleaved protocol with T = 3, the expected utilities of the different agents are:
U1 = 77 − 58 = 19 and U2 = 58. If the cost of exploring b2 now becomes c2 = 0,
then the expected benefit from the stand-alone exploration becomes 78 when the
exploration of two opportunities is enabled and 60 when only one opportunity can
be explored. Therefore, U1 = 78 − 60 = 18 and U2 = 60. The example for the
interleaved protocol is similar to the one illustrated above, however uses T = 6,
j = 2 and k = 1. In this case Agt2 gains the utility of exploring b2 and Agt1 gains
the utility from adding the exploration of b1 to the process. Therefore, once again,
when c1 = c2 = 2 we obtain U1 = 19 and U2 = 58 and when c2 = 0 we obtain
U1 = 18 and U2 = 60. Therefore, in contrast to the general rule that applies to the
change in the exploration cost for the legacy protocol, in our case the improvement
in the underlying stand-alone exploration problem may result in an increase in one
agent’s expected utility and a decrease in another’s.

As for the discounting factor, the property according to which by using δ = 1
the agent that proposes last guarantees obtaining the entire expected benefit from the
exploration, can be proven to hold only for a specific case, as shown in Theorem
4. For other cases, the expected benefit is divided between the agents with some
proportion, even when δ = 1. For example, consider a setting with two opportunities
to explore, b1 and b2, both associated with a value 1 with probability 0.5 and zero
otherwise, and the other setting parameters are: j = 1, k = 2, T = 6 and c = 0.
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In this example Agt2, when using the interleaved protocol, is the last to propose if
following a sequence of rejections from the start. When δ = 1 we obtain U1 = 1

4 and
U2 = 1

2 , thus Agt2 does not obtain the entire expected benefit. Furthermore, using a
similar example we can demonstrate that even when the non-interleaved protocol is
used, the agent that is the last to propose if following a sequence of rejections from
the start does not take over the entire benefit when δ = 1. The example uses T = 3,
j = k = 1, two opportunities associated with value 1 with probability 0.5 and 0
otherwise and c = 0. In this case we obtain once again U1 = 1

4 and U2 = 1
2 .

5.2 The Choice of Controlling the Negotiation Horizon

Among the three parameters specified above, the negotiation horizon is of the greatest
importance, since unlike the other two it is in most cases the only one that the agents
can actually influence. Taking the recruiting through a headhunter problem as an
example, the discounting of gains and costs is usually exogenous as it derives from
global policies and market liquidity. Similarly, the opportunities are given and their
values cannot be influenced by the agents in any way, and also the exploration costs
(e.g., the cost of a single interview) are fixed or depend on the interviewer’s salary.
The negotiation horizon, on the other hand, is of a different nature in the sense that
is commonly controlled by one or both of the agents. For example, the headhunter
doing the exploration may choose to shorten the negotiation horizon by committing
to another recruiting project that is supposed to begin in a few weeks, thus limiting
the amount of time allowed in the negotiation and exploration for the current project.
Similarly, the company benefiting from the interviews may initially allocate a shorter
time for the recruiting part, justifying it by project schedule constraints, once again
limiting the amount of time allowed for the negotiation and exploration.

We demonstrate the effect of the negotiation horizon T over the expected util-
ity of the two agents in the non-interleaved and interleaved protocols as well as in
the corresponding legacy negotiation protocol that was defined above. The agents’
utilities as a function of the negotiation horizon (the horizontal axis) in the differ-
ent protocols are depicted in Figures 7a-7c for the case where the exploration cost
is c = 0.05 and the discounting factor is δ = 0.95. The number of opportunities in
this example is 20, therefore the number of opportunities that can potentially be ex-
plored in the legacy protocol is 20. In the non-interleaved and interleaved protocols
the number of opportunities that can potentially be explored depends on T : in the
non-interleaved protocol T −1 opportunities can potentially be explored (i.e., at least
one period is used for negotiating) and in the interleaved protocol bT2 c opportunities
can potentially be explored. From Figure 7 we observe that, given the option to set
the negotiation horizon, in the non-interleaved protocol Agt1 would have chosen the
negotiation horizon to be T = 4 whereas Agt2 would have chosen T = 5, while
in the interleaved protocol Agt1 would have chosen T = 6 and Agt2 would have
chosen T = 7. This contrasts the results known for the legacy negotiation protocol
where the agents negotiate over the division of the expected benefit from an optimal
exploration process [68]. As specified at the beginning of the section, the agent that
proposes first will prefer T = 1 and the one that is second will prefer T = 2. Fur-
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(a) Classic protocol (b) Non-interleaved protocol

(c) Interleaved protocol (d) Social welfare comparison

Fig. 7: Agents’ utilities and joint utility (social welfare), when c = 0.05 and δ = 0.95.

thermore, in constraining the number of periods to be odd, the agent to propose first
prefers T = 1 but the agent to propose second prefers T → ∞. When the number
of periods is constrained to be even, the agent to propose second prefers T = 2 and
the agent to propose first prefers T → ∞. This is illustrated in Figure 7a where the
number of available opportunities is set to 20.

The explanation of the difference between the interleaved and non-interleaved ne-
gotiation protocols and the legacy negotiation protocol is that in the first two there are
factors that influence the agents’ utilities that conflict with each other. On one hand,
the increase in the negotiation horizon reflects an increase in the number of oppor-
tunities that can potentially be explored, and consequently an increase in the sum of
the agents’ expected utilities (social welfare). On the other hand, when the number of
opportunities that can potentially be explored increases, the agents split the expected
joint utility more equally (similar to the case of the legacy negotiation protocol [70]).
In particular the advantage in being the last proposer, in terms of ending up with a
higher expected utility, becomes less apparent as the number of available exploration
periods increases. Nevertheless, the positive effect of the increase in the negotiation
horizon on the sum of the agents’ utilities is relevant only for the interleaved and
non-interleaved protocols, whereas its effect over the division of the sum is relevant
for all three protocols. Therefore, in the non-interleaved and interleaved protocols the
agents need to find the balance between increasing the negotiation horizon and po-
tentially enabling the exploration of more opportunities, and the effect it has on their
individual utilities. Each agent will thus attempt to set the negotiation horizon such
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that its expected utility is maximized (e.g.,Agt1 prefers T = 4 in the non-interleaved
protocol and T = 6 in the interleaved one).

Due to the importance of the negotiation horizon as discussed above, we propose
additional numerical illustrations, demonstrating the effect of the two other parame-
ters, δ and c, on the choice of the negotiation horizon. As discussed at the beginning
of this section, the agents’ preference of the negotiation horizon in the legacy negoti-
ation protocol is not affected by these two other parameters. This, however, does not
hold in the negotiation protocols analyzed in this paper, as demonstrated below. Fig-
ure 8 depicts the utility-maximizing negotiation horizon for each agent as a function
of the exploration cost c for δ = 0.99 in the non-interleaved and interleaved proto-
cols (graphs 8a and 8b, respectively). The maximum negotiation horizon allowed is
T = 20 thus the agents are limited to choosing their preferred negotiation horizon
in the interval 1 − 20. From the figure we observe that as the cost of exploration in-
creases, the benefit in further exploration decreases and thus the agents prefer to use
a shorter negotiation horizon. Figure 9 depicts a similar analysis, however this time,
as a function of the discounting factor δ where c = 0.05 and the maximal allowed ne-
gotiation horizon of T = 20 in the non-interleaved and interleaved protocols (graphs
9a and 9b, respectively). Here, as the discounting factor increases, the overall sum
divided between the two agents increases and the agents prefer a longer negotiation
horizon.

Another observation made based on Figures 8 and 9 is that both agents change
their preferred negotiation horizon for the same cost (or discounting factor) values,
and for any given cost (or discounting factor) the difference between their preferred
negotiation horizon is j (in this example j = 1). The intuition for this is as follows:
Agt1 necessarily sets its expected-benefit-maximizing negotiation horizon such that
it is the last proposer (as there is no benefit for Agt1 from the additional exploration
carried out when Agt2 is the last proposer). By increasing the negotiation horizon
that benefits Agt1 th most by j, Agt2 becomes the last proposer, while the number
of explorations that can be carried out does not change. Therefore, Agt2 prefers a
negotiation horizon similar toAgt1’s plus j. It is notable that while this observation is
true for the example given in Figures 8 and 9, it is not generally true, as by increasing
the negotiation horizon by j the agent also loses due to the discounting of gains.

The choice of which protocol is more beneficial from each agent’s point of view
is setting-dependent. This is illustrated in Figure 10 which compares the agents’ ex-
pected utilities as a function of the negotiation horizon (ranging between 1 and 20),
for the case where c = 0.05 and δ = 0.95, in the non-interleaved and interleaved
protocols. Figure 10a depicts Agt1’s expected utility and Figure 10b depicts Agt2’s
expected utility. When there is only one period (i.e., no further exploration can be
executed), both utilities are zero and the agents are indifferent between the two nego-
tiation protocols. When the negotiation horizon is greater than 1 we observe that the
choice of the negotiation protocol is setting-dependent: when there is an even number
of periods, Agt1 prefers to negotiate according to the interleaved protocol, and when
the number of time periods is odd Agt1 prefers the non-interleaved protocol. Agt2’s
preferences will be the opposite ofAgt1’s, i.e., with an even number of periods it will
prefer the non-interleaved protocol and with odd numbers it will prefer the interleaved
one. While the preference of the non-interleaved method is intuitive (as the overall so-
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(a) Non-interleaved protocol (b) Interleaved protocol

Fig. 8: The effect of the exploration cost over the preferred negotiation horizon in the
non-interleaved and interleaved protocols, when δ = 0.99.

(a) Non-interleaved protocol (b) Interleaved protocol

Fig. 9: The effect of the discounting factor over the preferred negotiation horizon in
the non-interleaved and interleaved protocols, when c = 0.05.

(a) Agt1’s expected utilities (b) Agt2’s expected utilities

Fig. 10: Agents’ expected utilities for different negotiation horizons in the non-
interleaved and interleaved protocols, when c = 0.05 and δ = 0.95.
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cial welfare is greater with that method according to Proposition 2), the preference of
the interleaved protocol may seem counter-intuitive, though such a case was already
demonstrated in Section 4.4. In our case, the preference of the negotiation protocol
is explained mainly by the choice of which of the agents will be the last to propose
in a sequence of rejections starting from any negotiation step. Similar to the logic of
Theorem 4, for relatively high values of δ, the agent that proposes last will get hold
of a substantial portion of the overall expected benefit (social welfare). Therefore,
despite the potential increase in the social welfare due to the increase in the number
of exploration periods allowed in the non-interleaved protocol, when weighing in the
portion that the agent obtains out of this sum, the last-proposing agent finds it bene-
ficial to prefer the interleaved protocol. Similarly, for the last-responding agent there
are two factors which support its preference of the non-interleaved protocol in our
case. First, the overall social welfare increases when the non-interleaved protocol is
used. Second, the portion that the last-proposing agent obtains out of the overall sum
is lower with the non-interleaved protocol, and consequently the portion of the last-
responding agent is greater with that protocol. Therefore, the last-proposing agent
necessarily gains more when using the non-interleaved protocol in our case.

The choice of which protocol to be used depends not only on the negotiation
horizon but also on the other parameters. We illustrate this for the discounting fac-
tor parameter using Figure 11. The figure depicts the agents’ expected utility as a
function of the discounting factor, when T = 10 and c = 0.05. Figure 11a depicts
Agt1’s expected utility and Figure 11b depicts Agt2’s expected utility. From the fig-
ure we observe that Agt1 chooses the non-interleaved protocol for δ < 0.871 and
the interleaved protocol otherwise. Agt2 in this example prefers the non-interleaved
protocol for any value that δ obtains. The explanation is as follows: in the interleaved
protocol the increase in δ results in an increase in the portion that the last-proposing
agent (Agt1 in our case, as T = 10) obtains out of the overall sum (based on the
logic of Theorem 4, as discussed above). For low δ values, the portion obtained out
of the total with the interleaved protocol is low, and since the overall social wel-
fare with the interleaved protocol is necessarily lower, the non-interleaved protocol
is preferred. As δ increases, the benefit from the increase in the portion obtained by
the last-proposing agent outweighs the difference in the overall social welfare, hence
once the interleaved protocol becomes the preferred protocol, it remains the preferred
protocol also for greater δ values (hence only one intersection point between the two
curves). As for Agt2, the preference of the non-interleaved protocol is explained as
follows: when δ is relatively low, the (negative) effect of the additional discounting
of gains, due to the negotiation that takes place between explorations in the inter-
leaved protocol, over the total divided utility is substantial. The divided total is thus
substantially greater with the non-interleaved protocol. In this case the benefit from
the increased overall divided sum when using the non-interleaved protocol outweighs
any potential benefit the agent may have in terms of the relative portion it receives
for low δ values (i.e., the opposite case for the logic of Theorem 4) out of the total
with the interleaved protocol. As δ increases Agt1’s portion out of the total obtained
with the interleaved protocol increases, as explained above. Therefore, since Agt2’s
share in the interleaved protocol keeps decreasing and, on the other hand, the total
that can be divided in the non-interleaved protocol increases, Agt2 prefers the latter
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(a) Agt1’s expected utilities (b) Agt2’s expected utilities

Fig. 11: The effect of the discounting factor over the agents’ expected utilities (and
consequently the social welfare) when T = 10 and c = 0.05.

protocol. The same (reversed) phenomena occurs when the negotiation horizon is odd
(i.e., when Agt2 becomes the last-proposing agent).

Interestingly, in the above example, if one of the agents can control the nego-
tiation horizon it will always prefer the interleaved protocol. This is illustrated in
Figure 12, which depicts the maximum value that each agent could have obtained if
it had exclusive control over the negotiation horizon, under the T ≤ 20 constraint,
as a function of δ. As observed from the figure, the choice of the interleaved proto-
col weakly dominates the non-interleaved alternative, regardless of the agent’s role.
Furthermore, as the discounting factor increases, the interleaved protocol becomes
even more favorable for the agent. This is because in the interleaved protocol the last
proposer ends up with most of the revenue and the other agent gains only the dis-
counted differences as described in Theorem 4. Therefore, the agent can choose the
negotiation horizon such that it will be the last proposer. The fact that both curves in
each graph are the same for small δ values is explained as follows: for low δ values,
the preferred negotiation horizon is 2 and 3 for Agt1 and Agt2, respectively, for the
same cost c = 0.05, hence the expected sum of utilities is the same (based on a single
exploration). Since the last-proposing agent gains the entire sum in this case, it is
indifferent between the two protocols.

Naturally, the agent’s ability to control the negotiation horizon affects individual
utilities and the social welfare. Therefore, exploring bounds for the effect of such
choices is of high importance. We illustrate the extraction of such bounds for the
interleaved protocol. Proposition 5 proves that the amount by which an agent can
improve its utility if given the option to choose the negotiation horizon compared
to its utility when the social-welfare-maximizing negotiation horizon is used, is un-
bounded. Let SW (H) denote the social welfare when the negotiation horizon is H
and let Hmax be the social-welfare-maximizing negotiation horizon. Let Up(H) de-
note the expected utility of an agent if the negotiation horizon is H and let Hp be the
agent’s utility-maximizing negotiation horizon.

Proposition 5 The ratio U2(H2)/U2(Hmax) is unbounded.
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(a) Agt1’s expected utilities (b) Agt2’s expected utilities

Fig. 12: The preference of a negotiation protocol when one of the agents receives
exclusive control over the negotiation horizon (ranging from 1 − 20), for different
values of δ and c = 0.05.

Proof Consider a case where the maximum negotiation horizon is T = 3 and j =
k = 1. There is one opportunity with a uniform distribution of values in the range
0 − 1, the cost is c = 0 and the discounting factor is δ = 0.9. In this case Agt2
prefers H2 = 3 in order to make the last proposal, in which case its expected utility
is U2(H2) = 0.93 ∗ 0.5 and Agt1’s utility is zero. The social-welfare-maximizing
horizon is, however, Hmax = 2, in which case Agt1 gains the utility of the single ex-
ploration executed while U2(Hmax) = 0. Therefore, the ratio between U2(3)/U2(2)
is unbounded. �

As far as the social welfare is concerned, the decrease in this value due to allowing
one of the agents to choose the negotiation horizon in a way that maximizes its own
utility (compared to the social-welfare-maximizing negotiation horizon) is bounded,
as proven in Proposition 6.

Proposition 6 The ratio SW (Hmax)/SW (Hp) is bounded by δj 1
2SW (Hmax).

Proof Consider the negotiation setting (v0, δ, B, T, k, j) and an agent Agtp. If the
agent’s expected utility Up(Hmax) is greater than 1

2SW (Hmax), then the bound
given in the proposition necessarily holds. Otherwise, if Up(Hmax) <

1
2SW (Hmax)

then the agent can choose to use a negotiation horizon Hmax+ j and offer a proposal
that will necessarily be rejected at time t = 1 (if it is the first to propose in the ne-
gotiation) or reject the proposal made by the other agent at time t = 1 (if it is not
the first to propose in the negotiation). Once the first proposal is rejected, the remain-
ing negotiation with Hmax periods will result in an overall sum δjSW (Hmax), and
since the agents “switched places” compared to the original setting, Agtp’s expected
utility is δj(SW (Hmax)− Up(Hmax)) and since Up(Hmax) <

1
2SW (Hmax), then

δj(SW (Hmax)−Up(Hmax)) >
1
2δ
jSW (Hmax). Therefore, Agtp will end up with

at least 1
2δ
jSW (Hmax) and consequently the social welfare will be greater than

1
2δ
jSW (Hmax). �
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5.3 The Choice of Controlling the Exploration Intensity

The control of the exploration intensity is a prevalent theme in costly exploration lit-
erature [12,23,82]. Executing some of the explorations in parallel is beneficial when-
ever the agent is limited by an negotiation horizon. It enables the exploration of more
opportunities within the time constraints. The downside of parallel exploration is that
it is wasteful in the sense that exploration of some of the opportunities is not actu-
ally required (i.e., those explored in the exploration stage in which the exploration
terminates).

In this section we demonstrate that the agents can exploit the intensity of the ex-
ploration in order to increase their expected utility. As with the case of controlling
the negotiation horizon, we demonstrate the effect of the exploration intensity choice
over the agents’ individual utilities and the social welfare and prove some related
bounds. We assume that the agent that controls the negotiation intensity sets the num-
ber of opportunities to explore in parallel q before the negotiation starts, and this rule
remains the same throughout the negotiation. In this case the agents negotiate in each
step over the payment that Agt1 should pay Agt2 for exploring q opportunities at a
time (i.e., in parallel) with an exploration cost equal to the sum of the cost incurred
by exploring the q opportunities. The proposing agent can either choose to offer a
payment for exploring exactly q opportunities in parallel or choose to terminate the
negotiation.

The analysis of the parallel negotiation protocol uses backward induction similar
to that used with the non-interleaved and interleaved negotiation protocols [78]. The
number of opportunities to explore in parallel becomes an additional parameter de-
scribing the underlying corresponding stand-alone exploration problem (v0, δ, B, T, k, q)
(see Section 4.1).The solution to the parallel stand-alone exploration problem is setting-
dependent, similar to the case of pure sequential exploration, as discussed in Subsec-
tion 4.1. In a case where the deadline enables the agent to potentially explore all of
the opportunities in B or when the opportunities are homogeneous, the optimal solu-
tion is based on reservation values and can be extracted with a polynomial complexity
[54,53]. The appropriate modification of Equation 1, from which the corresponding
reservation values can be extracted, is:

δkci = δk
∫ ∞
x=ri

(x− ri)qfi(x)Fi(x)q−1dx− (1− δk)ri. (20)

where Fi(x) is the commutative distribution function (c.f.d) of fi(x). In this case,
once again, if one of the agents is given control over the number of opportunities
that can be explored over each negotiation step, it will choose the number q that
maximizes its own expected utility, which may result in a decrease in the expected
joint utility.

We now explore the ratio between an agent’s utility with and without such control,
and the ratio between the social welfare with and without such control. This lets us
bound the effect of the extra control for every set of opportunities.

Suppose that there are several identical opportunities, and that Agt2 is capable
of exploring exactly q opportunities in parallel each time (by paying the cost of all
of them). Let SW (q) denote the social welfare when q opportunities are explored
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at each step (until the agents decide to terminate the exploration). Let qmax be the
number of opportunities which maximizes SW (q). Meaning that qmax is the number
of explorations used in parallel in the optimal solution to the stand-alone problem.
Consider the setting in which Agt1 is the first proposer that chooses a number q in
the beginning of the negotiation (though the analysis is equally true when Agt2 is the
proposer), and then at each negotiation step each of the agents in its turn offers a price
for exploring q opportunities at a time. Note that Agt1 will choose q in order to max-
imize its utility from the entire procedure, taking into account both the negotiation
and the exploration. Let U1(q) denote Agt1’s utility if q opportunities are explored at
each step, and let q1 be the value which maximizes Agt1’s utility.

We now show that Agt1 can greatly improve its utility using its control over the
negotiation.

Proposition 7 The ratio U1(q1)/U1(qmax) is unbounded.

Proof Consider an interleaved negotiation protocol where the negotiation horizon is
T = 6, j = 2 and k = 1. Assume that the set of opportunities is comprised of
three identical opportunities that are associated with value 1 with probability 0.5 and
0 otherwise, the exploration cost is zero and there is no discounting (δ = 1). In this
case q can be either 1 or 3 (as these are the only dividors of the three opportunities).
When q = 3,Agt2 will gain the benefit from three explorations in the last negotiation
step, i.e., U2(3) = 7

8 . In the previous negotiation iteration Agt1 will offer M = 7
8

hence U1(3) = 0. When q = 1, Agt2’s utility from a single exploration in the last
negotiation step is U2(1) =

1
2 . Therefore, the payment that Agt1 pays in the previous

step is M = 1
2 and Agt1’s utility in the first step is U1(1) =

3
4 −

1
2 = 1

4 . Therefore,
qmax = 3, q1 = 1 and the ratio between U1(3)/U1(1) is unbounded because Agt1’s
utility increases from zero to 1

4 . �

Next we show that Agt1 can greatly decrease the social welfare while using its
control over the negotiation.

Proposition 8 The ratio SW (qmax)/SW (q1) is unbounded.

Proof Consider an interleaved negotiation protocol where the negotiation horizon is
T = 22, negotiation steps take j = 10 and exploration steps take k = 1. Assume
that the set of opportunities available is comprised of 10

ε identical opportunities, for
some small constant ε, such that each opportunity is associated with value 1 with
probability ε

10 and zero otherwise. Also, assume that there is no exploration cost
(c = 0) and no discounting (δ = 1). Assume that Agt1 can control the number of
opportunities that can be explored in parallel in each step of the negotiation, in a way
that q obtains either the number of opportunities available or one only. In this case
qmax = 10

ε because as the number of opportunities increases the expected benefit
increases as well (i.e., the greater the chance to get a value of 1 at the end). The social
welfare in this case is SW ( 10

ε ) = 1 − (1 − ε
10 )

10
ε = 1 − 1

e . However, when q = 1
only two opportunities will eventually be explored and the social welfare becomes
SW (1) = 1 − (1 − ε

10 )
2 ≤ 2ε

10 . The ratio SW ( 10
ε )/SW (1) is unbounded, as we

can continue to decrease ε indefinitely, and in order to complete the proof we need to
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show that Agt1 prefers q1 = 1. When q = 10
ε , in the last negotiation step Agt2 will

gain the marginal benefit from the exploration: U2(
10
ε ) = 1 − (1 − ε

10 )
10
ε = 1 − 1

e .
Therefore, in the first negotiation iteration Agt1 will offer a payment, M = 1 − 1

e ,
henceU1(

10
ε ) = 0. When q1 = 1, in the last negotiation stepAgt2’s utility isU2(1) =

ε
10 . Therefore, the payment thatAgt1 pays in the previous step isM = ε

10 andAgt1’s
utility in the first step is U1(1) = 1− (1− ε

10 )
2 − ε

10 = ε
10 − ( ε10 )

2 > 0. Therefore,
U1(1) > 0 = U1(

10
ε ) and Agt1 prefers q1 = 1. �

We now consider a setting with heterogeneous opportunities in whichAgt1 chooses
exactly which opportunities will be negotiated over at each step.Agt1 can still greatly
improve its own utility in this settings, as when choosing how many opportunities
will be negotiated in each step as shown in Proposition 7. Surprisingly, Proposition 8
does not apply in this setting and the decrease in the social welfare is bounded. Let
SWOPT (B, δ) denote the maximal social welfare of the exploration problem, when
both agents cooperate during the negotiation. Let SW1choose(B, δ) denote the social
welfare when Agt1 chooses which opportunities will be negotiated at each step in
order to maximize its own utility. To generalize the result concerning the bound in
this case, we divide the parameter to jaccept and jreject as used in Section 4.2.

Proposition 9 The welfare loss when one of the agents gets to decide the exploration
of which opportunities will be negotiated at each step is bounded, SW1choose(B, δ) ≥

SWOPT (B, δ
1+

jreject
jaccept+k ).

Proof Consider an interleaved negotiation setting (v0, δ, B, T, k, jaccept, jreject) with
an exploitation value v0, opportunitiesB = {b1, . . . , bn}, discounting factor δ, where
accepting an offer takes jaccept periods, rejecting an offer takes jreject and explo-
ration step takes k periods. We show a strategy which guarantees Agt1 a utility of

SWOPT (B, δ
1+

jreject
jaccept+k ). As the social welfare of the protocol is at least the utility

of Agt1, this proves the proposition. Let S be an optimal strategy for the original ex-

ploration problem if the discounting factor is δ1+
jreject

jaccept+k . When it is Agt1’s turn to
make an offer, the negotiation will be over the set of q opportunities which S would
utilize at that step, and when Agt2 makes the offers, the negotiations will be over an
empty set of opportunities. Therefore, the agents will explore q opportunities in each
jaccept+jreject+k time periods (k+jaccept time periods associated with exploration
proposed by Agt1 and reject time periods associated with Agt2’s rejected proposal).
It is easy to see that if Agt1 uses this strategy, then Agt2 gains no utility at all, and

Agt1 gains a utility of SWOPT (B, δ
1+

jreject
jaccept+k ), as required. �

6 Conclusions and Future Work

As is often common in real life, both negotiation and the execution of the negotiated
underlying exploration are time consuming processes. Therefore binding the two of
them to the same deadline enables a more realistic problem modeling, hence improv-
ing the applicability of such models. Such binding, however, increases the model
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complexity, whenever the two interleave, as each influences the other: the extent of
the negotiation affects the amount of time that can be allocated to exploration, and the
results of the exploration affect the proposals made in consequent negotiation rounds.
As discussed and demonstrated throughout the paper, the use of such a negotiation
scheme results both in analysis and solutions that are different from those obtained
with legacy negotiation protocols that completely separate between the two.

The paper focuses on the full information model, which lets us distill the essence
of combining negotiation and exploration. However, we see this as a stepping stone
to analyzing models when there is a prior, and players have varying knowledge about
the state of the system. Naturally, any Bayesian setting will have to include our results
as a special case.

The paper studies two fundamental negotiation protocols of the above type, one
where the exploration is interleaved with the negotiation itself and the other where
the exploration details are negotiated first and then the negotiation executes within
the pre-defined time constraints. As discussed in the introduction, each of the two
protocols has its unique advantages compared to the other. In the non-interleaved
protocol more time can potentially be allocated for the exploration, hence increasing
the social welfare. In the interleaved protocol the agents do not decide beforehand
how the exploration will be performed and how much the beneficiary agent will pay
the exploring agent, but rather negotiate it as the exploration progresses. The payment
is thus better correlated with the actual exploration that takes place and the risk taken
by the exploring agent in running into an extensive non-beneficial exploration is min-
imized. Moreover, the interleaved negotiation protocol does not bind the agents to a
comprehensive exploration process, potentially enabling the agents to opt out even
between exploration executions. It also enables the agent interested in the negotiation
verifying an agreed execution of the exploration and is more intuitive for people, as
it does not require agreeing on the entire exploration strategy in advance.

The analysis given in the paper shows that both of the agents’ strategies, their
expected utilities and the social welfare are different whenever each of the two nego-
tiation protocols are used. Therefore, being able to choose between the two protocols
(which is facilitated through the analysis given) is important, as the agents may ben-
efit (individually or jointly) from such a choice. Furthermore, enabling any of the
agents partial control over the value of some of the negotiation parameters, such as
the negotiation horizon, as is often the case in real-life, may substantially affect the
results. The implications are not limited only to individual utility but also concern the
social welfare — an agent may choose to deviate to a sub-optimal (social-welfare-
wise) negotiation if this increases its own expected utility. Some of the implications
are counter-intuitive. For example, with the non-interleaved protocol, a greater social
welfare is always obtained, however, for some settings, when using the interleaved
protocol, if the discounting factor is relatively high (close to 1), one of the agents
may end up taking over almost the entire social welfare, thus preferring that proto-
col over the first. Moreover, we find that for some environments, if given the option
to choose the negotiation protocol and the negotiation horizon, agents always prefer
the interleaved protocol (as they can decide on a value such that they will be the last
proposer) while if the negotiation horizon is fixed and the agents can only choose the
protocol to be used, then their decision is setting-dependent. The degree of control
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that the agent obtains has a substantial effect on the degradation in the social welfare.
For example, if the agent is allowed to choose a fixed number of opportunities that
will be explored at every step, there can be a sharp (potentially unbounded) drop in
social welfare, whereas if the agent can a priori chose a different number for every
step, the drop is bounded.

The inherent advantages of the interleaved protocol, as surveyed above, as well as
its dominance for one of the agents in some settings (as illustrated in the former sec-
tion) suggest that it is often likely to be preferred in some real-life. Yet, the protocol
is also associated with a substantially increased computational complexity. Theorem
3 reduces the complexity of the interleaved protocol to the same order of magnitude
as solving the stand-alone exploration problem, thus enabling both to determine the
exploration that will be offered and compute the payments at each step.

Finally, we emphasize that the proof given in Theorem 3 can be generalized to
other negotiation settings (not necessarily exploration-based), such as the general
case of task allocation and planning. Here, whenever considering a multi-task set-
ting, it is also common to find the task execution and negotiation bound to the same
negotiation deadline. The agents may prefer to negotiate and execute the tasks agreed
upon as two separate processes (non-interleaved) or one at a time (interleaved). The
analysis of such domains is, of course, beyond the scope of the current paper and is
thus left to future research. Other interesting ideas for future research that can ben-
efit from the analysis given in the paper include: (a) identifying some guidelines for
preferring any of the negotiation protocols without having to calculate the resulting
utilities (e.g., characterize environments where one of the protocols is generally bet-
ter than the other); (b) analyzing the negotiation enabling proposing the (sequential)
exploration of a partial set of opportunities each time; and (c) allowing several nego-
tiation steps to take place before each exploration or set of explorations.
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