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Abstract

Negotiation is an important mechanism for resolving
conflicts between people. Many tasks in day-to-day
life involve interactions among several people. Many
of these interactions involve negotiating over a desired
outcome. Negotiation in and of itself is not an easy
task, and it becomes more complex under conditions of
incomplete information. Therefore, training people in
negotiation is beneficial, yet difficult. In this paper an
innovative general purpose tool for negotiation training
is proposed and demonstrated experimentally. The ex-
periments demonstrate the ease of use and the general
applicability of the proposed tool. Thus, our work con-
tributes to the automation of negotiation in general, and
to negotiation training in particular.

Introduction
Negotiation processes are becoming more and more com-
mon, yet in many situations they are conducted by ordi-
nary people who have had no formal training in negotia-
tions. Moreover, the increasing diverse settings in which
negotiations occur means that the outcomes of the negotia-
tion process can have unforeseen implications for the nego-
tiators. Despite this, there are few generic automated tools
that can offer people an efficient training experience. In ad-
dition, the issue of cross cultural negotiation has become in-
creasingly important, and a training tool that addresses this
aspect can make the difference between a successful negoti-
ation and a failure.

In this paper we presentGPNEG - a general purpose ne-
gotiation training tool. The development ofGPNEG stems
from the current lack of existing training tools. While there
are tools in the market for negotiation training, as we de-
scribe in the related work section, these tools offer limited
services and lack the rich data required for a robust training.
GPNEG is an automated negotiation environment. Note that
we do not intend it to replace humans in negotiation.GP-
NEG is intended to be used as an efficient decision support
tool or as a training tool for negotiations with people. Thus,
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it can be used to support training in real daily life negoti-
ations, such as e-commerce, and it can also be used as the
main tool in both conventional lecture and online courses,
aimed at making the trainee a better negotiator.

Most negotiation tools today are domain-dependent and
focus on a single issue negotiation (e.g., price). These tools
do not provide an efficient training and learning experience
for the trainee. Instead of providing the trainee a wide range
of test cases, they constrain him to a predefined scenario,
which is only a fragment of the variety of scenarios he/she
might encounter in the real world.

In addition, our automated environment embodies an au-
tomated agent that plays against the trainee. This allows the
trainee to use itanytimeand test his/her capabilities and im-
provement. This agent was proven to play efficiently against
other people (Linet al. 2006). In contrast to existing au-
tomated agents, our automated agent does not assume that
every side has complete information about the negotiation
settings and preferences of the rival, or the rationality of both
sides. Since most negotiations are done in situations where
there is incomplete information about some settings of the
negotiations (e.g., uncertainty regarding the preferences of
the opponent), and since research has shown (Kraus, Hoz-
Weiss, & Wilkenfeld 2007) that humans usually do not fall
in the category of rational decision making, other tools fail
to provide a realistic training environment.

GPNEG provides a generic environment for test-bedding
different negotiation scenarios. Thus, it provides a domain-
independent capability which can be used with almost every
domain. In addition, it allows for either human-human ne-
gotiations or human-computer negotiation. This makes the
tool available for use both in the academia and in training
companies as the main tool for training people to negotiate
more effectively.

The rest of the paper is organized as follows. We start
by describing related work in the field of automated negoti-
ation tools. Then we describeGPNEG and its features. We
continue and present two case studies done usingGPNEG.
Finally, we provide a summary and discuss future work.

Related Work
Research on cross culture negotiation has demonstrated the
importance of the context in which negotiation is being per-
formed (Cohen 1997). Based on this our tool should be able



to model different opponent types and to deal with incom-
plete information.

The problem of modeling an automated agent for bilat-
eral negotiation is not new for researchers in the fields of
Multi-Agent Systems and Game Theory. However, most
research makes simplifying assumptions that do not nec-
essarily apply in genuine negotiations, such as assuming
complete information (Faratin, Sierra, & Jennings 2002;
Oprea 2002) or the rationality of the opponent (Faratin,
Sierra, & Jennings 2002; Fatima & Wooldridge 2004; Fa-
tima, Wooldridge, & Jennings 2005; Lin & Chou 2003).
None of the above researchers has looked into the negoti-
ation process in which there is both incomplete information
and the opponent is bounded rational (for example, humans).
While their approaches might be appropriate in their context,
they cannot be applied to our settings.

Dealing only with the bounded rationality of the oppo-
nent several researchers suggested new notions of equilibria
(e.g., thetrembling hand equilibriumdescribed in Rasmusen
(Rasmusen 2001) (p. 139)) or other probability models. For
example, Capraet al. (Capraet al. 1999) use what is called
a ”standard logit model”. In this model probabilities are as-
signed to the decisions. Those probabilities are proportional
to exponential functions of expected payoffs. They use this
model in order to enable the players to update their beliefs
about other players. This model is equivalent to assuming
that expected payoffs are subjected to deviations with an ex-
treme value distribution. That is, the logit model assumes
that the decisions are not perfect and may have some noise
and it tries to deal with such situations. These errors can be
interpreted either as unobserved random changes in prefer-
ences or as errors in responding to expected payoffs. Similar
to Capraet al., our agent also assigns probability to the be-
lieved type of the opponent. However, we try to avoid the
need of adding a special mechanism that assumes that the
actions of the opponent are characterized by noise.

Other researchers suggested shifting from quantitative de-
cision theory to qualitative decision theory (Tennenholtz
1996). In using such a model we do not necessarily assume
that the opponent will follow the equilibrium strategy or try
to be a utility maximizer. Also, this model is better suited
for cases in which the utility or preferences are unknown but
can be expressed in ordinal scales or as preference relations
(Dubois, Prade, & Sabbadin 2001). This approach seems
appropriate in our settings, and using the maximin criteria,
which is generally used in this context, enables our agent to
follow a pessimistic approach regarding the probability that
an offer will be accepted.

Several methods are proposed when dealing with incom-
plete information regarding the preferences of an opponent.
For example, Bayes’ theorem is the core component of the
Bayesian Nash equilibrium((Osborne & Rubinstein 1994),
p. 24-29), and it is used to deduce the current state given a
certain signal. One motivation for using this notion of equi-
librium is that it allows one to compensate for incomplete
information and enables a good adaptation in a negotiation
with time-constraints. In finite horizon negotiations there
are no past interactions to learn from and not enough time
periods to build a complete model. Thus this model pro-

vides a good probabilistic tool to model the opponent, as op-
posed to using feed-forward neural networks (Oprea 2002)
or genetic algorithms (Lin & Chou 2003), both of which re-
quire considerable time to facilitate adequate learning and
are more sensitive to the domain in which they are run.

Zeng and Sycara (Zeng & Sycara 1998) also build on us-
ing Bayesian analysis as a learning mechanism in negotia-
tions. Like them, we also use Bayes’ theorem to update the
believed type of the opponent. Thus, we allow the nego-
tiator, at each time period, to act as if the opponent is of a
certain type.

In the following section we present our general purpose
negotiation tool.

GPNEG: A General Purpose Negotiation
Training Tool

GPNEG is a general purpose negotiation training tool with a
generic nature. It enables negotiation between two people or
against one of two automated agents incorporated in the tool.
We first describe the tools interface and its adaptive nature
and then we describe the automated agents incorporated in
the tool.

GPNEG Overview
TheGPNEG tool provides a simulation environment which
is adaptable such that any scenario and utility functions, ex-
pressed as a single issue or multi-issue attributes, can be
used, with no additional changes in the configuration of the
interface of the simulations or the automated agents. The au-
tomated agents can play either role in the negotiation, while
the human counterpart accesses the negotiation interface via
a web address. Note that there is also an option to load a sce-
nariowithout attaching a utility to each issue, and thus add
uncertainty to the negotiation process. The negotiation it-
self is conducted using a semi-formal language. Each player
constructs an offer by choosing the different values consti-
tuting the offer. Then, the offer can be sent in plain English
to the counterpart. In addition, the tool allows the partici-
pants to reach either a partial or full agreement. To make
the negotiation richer, in addition to sending proposals to the
opponent which upon acceptance are taken as commitments,
the players can also send queries and promises. The differ-
ence between queries and promises to offers is that they are
not binding, and even if accepted, both sides can backtrack
from them. In all of these message types, though, a message
can be sent regarding all the attributes of the negotiation or
only some of them.

Table 1 lists the different parameters adjustable in the sim-
ulation environment. These parameters are set prior to load-
ing the simulation, and are described below.

The scenario is inserted by defining the different issues
and their attributes for the negotiation. For each issue and
attribute an optional description can be given. The utility it-
self (an outcome or value attached for each attribute) is not
mandatory. If no utility is given then it allows for uncer-
tainty to rule the negotiation. If a utility is inserted, then the
tool also allows the designer to add uncertainty regarding
the exact preferences of each agent. This is done by adding



Table 1: Adaptable parameters in the negotiation environ-
ment.

Parameter Optional (O) or Mandatory (M)
Scenario M

Utility and agents types O
Number of turns M

Turn Length M
Time effect O

Opt-out value O
Status-quo O

Comments list O
Threats list O

Opponent type M
Instruction O

different agent types to the system. That is, different utili-
ties can be loaded and related to different agent types (e.g.,
an agent that has a long-term orientation vs. an agent with
a short-term orientation). The player can then be matched
with one of these types.

Another parameter is the number of turns in the negotia-
tion. The simulation tool allows each player to perform any
number of interactions with the opponent player at any given
time period (as opposed to the model of alternating offers
(Osborne & Rubinstein 1994)). The number of turns for the
negotiation can be set along with the length of each turn. The
time effect is an optional parameter that assigns a time cost
which influences the utility of each player as time passes
(there can be different time costs for each player). The time
effect can be either negative or positive. If no agreement is
reached by the end of the final turn then a status quo agree-
ment is implemented resulting in a status quo value to each
player. Another option shipped with the tool is the option for
each player to quit the negotiation at any given time if he/she
decides that the negotiation is not proceeding in a favorable
way. This results in the implementation of an opt-out out-
come. To enable a rich interaction between the players there
is also the option to send comments or threats to the other
side throughout the negotiation. The possible values for the
comments or threats can be loaded with the simulation en-
vironment as well. Finally, the simulation is loaded after
setting the opponent type. This can be either two human
players or a human player playing against one of the two au-
tomated agents shipped with the tool. The automated agents
are described in the following section.

During each phase of the negotiation, the instructions and
the attributes of the negotiation are accessible to the players.
The players are also aware of the current turn and time left
until the end of the turn and until the negotiation terminates.
The history of past interactions is also easily accessible.

Examples of the main screen, the offer generation and the
receiving offer screens are given in Figures 1, 2 and 3, re-
spectively. When receiving an offer the player can choose
whether to accept or reject it, or to make a counter-offer.
When rejecting an offer, a free text can be sent by the player
to the opponent as to the reason for the rejection.

Figure 1:Main negotiation screen.

Figure 2:Generating offers screen.

If a utility is attached to each outcome, then the tool al-
lows the player to use an ’outcome calculator’. This calcu-
lator enables the player to simulate different outcomes and
to check their values for him/her and the opponent. This can
be done for each of the agent types that were defined.

The Automated Agents
Two automated agents are delivered with the tool - the first
is a simple equilibrium agent, shipped today with many au-
tomated tools. But the equilibrium agent yet has several dis-
advantages when it is matched against humans or if incom-
plete information is invovled. The second is our proposed
automated agent, termedQOAgent, which plays efficiently
under the assumptions of incomplete information and the
bounded rationality of the opponent. The tool also allows
for two automated agents to be matched against each other
so the trainee can learn from this experience. We describe
below the nature and characteristics of theQOAgent.

The QOagentis built with two mechanisms: (a) a deci-



Figure 3:Receiving offers screen.

sion making mechanism, and (b) a mechanism for updat-
ing beliefs. While designing the agent we shifted from the
traditional quantitative decision making (e.g., thetrembling
hand equilibriumdescribed in Rasmusen (Rasmusen 2001)
(p. 139) and theBayesian Nash equilibrium(Osborne & Ru-
binstein 1994), p. 24-29) to a qualitative decision approach
(Tennenholtz 1996). In using such a model we do not neces-
sarily assume that the opponent will follow an equilibrium
strategy or try to be a utility maximizer. We start by describ-
ing the decision making component, which is responsible
both for generating offers and deciding upon acceptance of
offers, and then we continue by describing the updating be-
liefs component.

The motivation behind the mechanism for generating of-
fers is that the automated agent would like to propose an
offer which yields him/her the highest utility value. How-
ever, due to conflicts of interests, there is a high probability
that this agreement will be rejected by the opponent. To
overcome this, our agent uses a qualitative decision strategy.
Basically, the agent evaluates all possible offers based on its
utility and the probability that the rival will accept them.

Since the opponent him/herself also tries to reason
whether an offer will be accepted by our agent, we take
this into account as well. That is, our agent tries to esti-
mate, from the opponent’s point of view, whether the op-
ponent will accept the offer. Using the resultant value, our
agent compares it with its own utility values. Similar to the
qualitative decision theory, which uses the maximin value
(Dubois, Prade, & Sabbadin 2001; Tennenholtz 1996), our
agent selects the minimum value between those two values,
under the pessimistic assumption that the probability that an
offer is accepted is based on the agent that favors the of-
fer the least. After calculating the minimum value between
all the offers, our agent selects the offer with the maximum

value among all the minima, in order to also try and maxi-
mize its own utility. Thus, our qualitative offer generation
mechanism selects, intuitively, the best offer among the of-
fers that the agent believes that might be accepted.

Seemingly, our method of generating offers is a non-
classical method. However, not only were we able to show
its efficacy by empirical experiments, in which it was used in
negotiations with bounded rational agents, but also showed
that it also conforms to some properties from classical nego-
tiation theory, which are mainly used by mediators. Detailed
description of the agent and its qualitative approach can be
found in (Linet al. 2006).

Another important issue is when to accept offers sent by
the opponent. The agent needs to decide what to do when it
receives an offer from its opponent, offeropp, at timet−1. If
we refer to the automated agent as agent1 and the opponent
player as agent2, if u1(offeropp) ≥ u1(QO(t)) then our
agent accepts the offer. Otherwise, our agent should not im-
mediately rule out accepting the offer it has just received. In-
stead, it should take into consideration the probability that its
counter-offer will be accepted or rejected by the opponent.
This is done by comparing the believed utility of the oppo-
nent from the original offer as compared with the opponent’s
utility from our offer. If the difference is lower than a given
thresholdT , that is| u2(QO(t))− u2(offeropp) | ≤ T , then
there is a high probability that the opponent will be indiffer-
ent between its original offer and our counter-offer, so our
agent will reject the offer and propose a counter-offer (tak-
ing a risk that the offer will be rejected), since the counter-
offer has a better utility value for our agent. If the difference
is greater than the threshold, i.e., there is a higher probabil-
ity that the opponent will not accept our counter-offer, our
agent will accept the opponent’s offer with a given proba-
bility, which is attached to each outcome. To this end we
define the rank number, which is associated with each of-
fer and a given utility functionu, denotedrank(offer). The
rank number of an offer is calculated by ordering all offers
on an ordinal scale between 1 and|O| according to their
utility values, and dividing the offer’s ordering number by
|O|. That is, the agent will accept an offer with a probability
rank(offeropp) and reject and make a counter-offerQO(t)
with probability 1 − rank(offeropp). The intuition behind
this is to enable the agent also to accept agreements based
on their relative values, on an ordinal scale of[0..1], and not
based on their absolute values.

For the update beliefs component we use the Bayesian up-
dating rule, which is based on Bayes’ theorem (Osborne &
Rubinstein 1994). We basically assert that there is a set of
different agent types. The bounded rational agent should be
matched to one such type. In each time period, the agent
consults the component in order to update its belief regard-
ing the opponent’s type. For every offer that is received or
response to offers from the opponent the agent updates its
beliefs and acts as if the opponent is of a given type (the one
with the highest probability).

In the next section we describe the experiments which
we ran in order to test the adaptive nature of the simulation
tool as well as the efficacy of our proposed automated agent
which is shipped with the tool.



Cross Cultural Negotiations UsingGPNEG

As we stated above, the issue of cross-cultural negotiation is
important. Negotiation over the same issues against parties
from different countries, for example, can result with dis-
tinct agreements, and it is vital that the negotiator will be
aware of these variations. It has been shown that in different
countries the attitude regarding the negotiation and the ac-
tions during it are quite different. A Chinese negotiator will
appear to concede more often while in the UK it is common
to use pressure tactics to impose a deal on the other side.
The same tactic, however, against a negotiator from Greece
will most likely backfire.

Our tool supports the modeling of different negotiation
styles for the opponents. This is simply done by modeling
different preferences for the opponent. Using it, the negotia-
tor can be matched against any of these types at any given
time.

In addition, it is common for people to adopt different
negotiation styles in the way they pursue the closing of the
deal. For example, one might want to address all the issues
in a single agreement, while the others might prefer reaching
an agreement incrementally, each time committing to one
issue. This process is also facilitated byGPNEG, as it en-
ables each side to propose a full agreement or only a partial
agreement. It also allows a party to improve on a previously
accepted agreement by negotiating over previously agreed
upon issues. However, no backtracking from an agreement
is possible, only opting-out.

Case Study
To test the efficiency of the proposed agent, we have con-
ducted experiments in two distinct domains. These experi-
ments show that the agent is capable of negotiating in vari-
ous domains. That is, once the utility functions are adapted
to fit the parameters of a specific scenario, the agent is in a
position to interact effectively in the negotiation process. In
the following subsections we describe the two domains in
which our tool was tested.

In the first domain one player gains as time advances,
while the other loses, the status-quo value for one of the
players is much higher than for the opponent, and there is
an option to reach partial agreements. In the second domain,
both players lose as time advances, and the status-quo value
for both players is quite similar. In both domains we mod-
eled three possible player types, and thus a set of six differ-
ent utility functions was created for each domain. These sets
describe the different types or approaches towards the nego-
tiation process and the other party. For example, type (a) has
a long term orientation regarding the final agreement, type
(b) has a short term orientation, and type (c) has a compro-
mise orientation.

Each negotiator was assigned a utility function at the be-
ginning of the negotiation but had incomplete information
regarding the opponent’s utility. That is, the different pos-
sible types of the opponent were public knowledge, but the
exact type of the opponent was unknown. The negotiation
lasts at most 14 time periods, each with a duration of two
minutes. If an agreement is not reached by the deadline then

the negotiation terminates with a status quo outcome. Each
party can also opt out of the negotiation if it decides that the
negotiation is not proceeding in a favorable way.

The first domain was based on an international crisis,
while the second domain dealt with negotiation over the hir-
ing terms after a successful job interview. We describe the
two domains in the following subsections.

The domains reflect the applicability and gererality of our
tool for many other domains. In addition, our results indicate
that the automated agent, implemented in the tool, reached
more agreements and played more effectively than its hu-
man counterparts. Moreover, in most of the cases, it played
significantly better than the human counterparts. This rein-
forced our contention that this is an effective training tool for
negotiation purposes. Next we describe the two scenarios.

Domain 1: The World Health Organization’s Frame-
work Convention on Tobacco Control In this scenario
England and Zimbabwe are negotiating in order to reach an
agreement growing out of the World Health Organization’s
Framework Convention on Tobacco Control, the world’s
first public health treaty. The principal goal of the conven-
tion is ”to protect present and future generations from the
devastating health, social, environmental and economic con-
sequences of tobacco consumption and exposure to tobacco
smoke.”

The leaders of both countries are about to meet at a long
scheduled summit. They must reach agreement on the fol-
lowing issues:

1. The total amount to be deposited into the Global To-
bacco Fund to aid countries seeking to rid themselves
of economic dependence on tobacco production. This
issue has an impact on the budget of England and on the
effectiveness of near-term and long-range economic ben-
efits to Zimbabwe. The possible values are (a) $10 billion,
(b) $50 billion, (c) $100 billion, or (d) no agreement

2. Impact on other aid programs. This issue affects the net
cost to England and the overall benefit to Zimbabwe. If
other aid programs are reduced, the economic difficulties
for Zimbabwe will increase. The possible values are (a)
no reduction, (b) reduction equal to half of the Global To-
bacco Fund, (c) reduction equal to the size of the Global
Tobacco Fund, or (d) no agreement.

3. Trade issues. Both countries can use trade policy to ex-
tract concessions or provide incentives to the other party.
They can use restrictive trade barriers such as tariffs (taxes
on imports from the other country) or they can liberal-
ize their trade policy by increasing imports from the other
party. There are both benefits and costs to these policies:
tariffs may increase revenue in the short run but lead to
higher prices for consumers and possible retaliation by af-
fected countries over the long run. Increasing imports can
cause problems for domestic industries. But it can also
lead to lower consumer costs and improved welfare. Thus,
the possible values are divided between Zimbabwe’s (a)
reducing tariffs or (b) increasing tariffs on imports, and
England’s (a) reducing or (b) increasing imports. Both
can also choose not to agree on this.



4. Creation of a forum to explore comparable arrange-
ments for other long-term health issues. This issue re-
lates to the precedent that may be set by the Global To-
bacco Fund. If the fund is established, Zimbabwe will
be highly motivated to apply the same approach to other
global health agreements. This would be very costly to
England. The possible values are (a) creation of a fund,
(b) creation of a committee to discuss the creation of a
fund, (c) creation of a committee to develop an agenda
for future discussions, or (d) no agreement

Thus, a total of 576 possible agreements exist. While on
the first two issues there are contradicting preferences for
England and Zimbabwe, for the last two issues there are op-
tions which might be jointly preferred by both sides.

Each turn in the scenario is equivalent to a week of the
summit, while the summit is limited to 14 weeks. If no
agreement is reached within the specified time limit, the
Framework Convention will be seen as an empty document,
devoid of any political significance. This will be a blow
to England, which has invested political capital to reach an
agreement, in the hope of gaining support for other, perhaps
more important, international agreements in the future. It
will also, however, save it money in the near term. For Zim-
babwe, failure to reach an agreement will create a major fi-
nancial hardship and deprive them of a precedent that can be
used for future negotiations. Consequently, England is bet-
ter able to accept a failure than Zimbabwe is. This outcome
is modeled for both players as the status-quo outcome.

Opting out of the negotiation is also an option. Opting out
by England means trade sanctions imposed by England on
Zimbabwe (including a ban on the import of tobacco from
Zimbabwe), while if Zimbabwe opts out then it will boy-
cott all British imports. However, if England opts out it also
saves the funds that would have been spent on the Tobacco
Fund, and if Zimbabwe opts out it loses the opportunity for
financial gain and for assistance in reducing the health prob-
lems that arise from tobacco use. Consequently, England
will likely be more willing to opt out if the negotiations are
not going its way, and Zimbabwe will be more willing to
continue negotiations until agreement is reached.

Time also has an impact on the negotiation. Creation of
the fund is more urgent for Zimbabwe than for England.
Consequently, Zimbabwe has an incentive to reach an agree-
ment earlier rather than later, thus as time advances it loses
utility. On the other hand, England gains as time advances,
as it postpones the time at which it must transfer money to
the fund.

Taking into account the different types of players, we can
say, for example, that a player that represents Zimbabwe and
has a short term orientation, focuses on short term redistri-
bution of resources, insists on the largest possible current
assistance and help with long-term health problems, as well
as trade concessions. On the other hand, a player which rep-
resents England with the same short term orientation, for
example, aims to minimize current cost, limit impact on
trade, and maintain economic and political position in the
near term.

Domain 2: The Job Candidate In this scenario, a nego-
tiation takes place after a successful job interview between
an employer and a job candidate. In the negotiation both the
employer and the job candidate wish to formalize the hiring
terms and conditions of the applicant. Both sides must reach
agreement on the following issues:

1. Salary. This issue dictates the total net salary the appli-
cant will receive per month. The possible values are (a)
$7,000, (b) $12,000, or (c) $20,000.

2. Job description. This issue describes the job description
and responsibilities given to the job applicant. The job
description has an effect on the advancement of the can-
didate in the work place and his/her prestige. The possible
values are (a) QA, (b) programmer, (c) team manager, or
(d) project manager.

3. Social benefits. The social benefits are an addition to the
salary and thus impose an extra expense to the employer,
yet they can be viewed as an incentive for the applicant.
The social benefits are divided into two categories: com-
pany car and the percentage of the salary allocated, by the
employer, to the candidate’s pension funds. The possible
values for a company car are (a) giving a leased company
car, (b) no leased car, or (c) no agreement. The possible
value for the percentage of the salary deposited in pension
funds are (a) 0%, (b) 10%, (c) 20%, or (d) no agreement.

4. Promotion possibilities. This issue describes the com-
mitment by the employer regarding the fast track for pro-
motion for the job candidate. The possible values are (a)
fast promotion track (2 years), (b) slow promotion track
(4 years), or (c) no agreement.

5. Working hours . This issue describes the number of
working hours required by the employee per day (not in-
cluding over-time). This is an integral part of the contract.
The possible values are (a) 8 hours, (b) 9 hours, or (c) 10
hours.

In this scenario, a total of 1,296 possible agreements exist.
Each turn in the scenario equates to two minutes of the ne-

gotiation, and the negotiation is limited to 28 minutes. If the
sides do not reach an agreement by the end of the allocated
time, the job interview ends with the candidate being hired
with a standard contract, which cannot be renegotiated dur-
ing the first year. This outcome is modeled for both players
as the status-quo outcome.

Each side can also opt-out of the negotiation if it feels that
the prospects of reaching an agreement with the opponent
are getting slim and it is impossible to negotiation any more.
Opting out by the employer entails the postponement of the
project the candidate was interviewing for, with the possible
prospect of its cancellation and a considerable amount of
expense.

Opting-out by the job candidate will make it very difficult
for him/her to find another job, as the employer will spread
his/her negative impression of the candidate to other CEOs
of large companies.

Time also has an impact on the negotiation. As time ad-
vances the candidate loses utility, as the good impression of



the employer has of the job candidate decreases. The em-
ployer also loses utility as the candidate becomes less moti-
vated to work for the company.

Experiment Results

We evaluated the performance of the agent against human
subjects, all of whom were computer science undergraduates
at Bar-Ilan University in Israel. The experiment involved 88
simulations with human subjects, divided into 44 pairs, such
that 44 simulations were run for each domain. Each sim-
ulation was divided into two parts: (i) negotiating against
another human subject, and (ii) negotiating against the auto-
mated agent. The subjects did not know in advance against
whom they played. Also, in order not to bias the results as
a consequence of the subjects getting familiar with the do-
main and the simulation, for exactly half of the subjects the
first part of the simulation consisted of negotiating with a
human opponent, while the other half negotiated first with
the automated agent. The outcome of each negotiation is ei-
ther reaching a full agreement, opting out, or reaching the
deadline without an agreement. Prior to the experiments,
the subjects were given oral instructions regarding the ex-
periment and the domain. The subjects were instructed to
play based on their score functions and to achieve the best
possible agreement for them.

The main goal of the experiments was to verify that the
automated agent is capable of achieving better agreements
than a human playing the same role, and to facilitate an ear-
lier end to the negotiation as compared to negotiations with-
out the agent. A secondary goal was to check on whether
indeed the agent facilitated an increase in the social welfare
of the outcome, that is, improved the utility scores for both
parties, as compared to negotiations without an automated
agent.

Results for the England-Zimbabwe Domain Table 2
summarizes the average utility values of all the negotiations,
the average ranking of the agreements reached, and the av-
erage of the sums of utility values and ranking of the agree-
ments in all the experiments in the England-Zimbabwe do-
main. HZim andHEng denote the utility value gained by
people playing the role of Zimbabwe or England, respec-
tively, andQZim andQEng denote the utility value gained
by theQO agent playing either role.

The utility values ranged from -575 to 895 for the Eng-
land role and from -680 to 830 for the Zimbabwe role. The
Status-Quo value in the beginning of the negotiation was 150
for England and -610 for Zimbabwe. England had a fixed
gain of 12 points per time period, while Zimbabwe had a
fixed loss of -16 points.

First, we examined the final utility values of all the ne-
gotiations for each player, and the sums of the final util-
ity values. When the automated agent played the role of
England the average utility value achieved by the automated
agent was 565.1, while the average for the human playing
the role of England was 331.8. The results show that our
agent achieved significantly higher utility values as opposed
to a human agent playing the same role (using 2-samplet-
test: t(22) = 3.10, p < 0.004). On the other hand, when

Table 2: Final negotiations utility values, ranking values,
sums of utility values and sums of ranking values. England-
Zimbabwe Domain

Parameter Avg Stdev
QEng vs. HZim 565.1 283.30

rank(QEng) vs. rank(HZim) 0.82 0.17
HEng vs. HZim 331.8 210.6

rank(HEng) vs. rank(HZim) 0.58 0.19
QZim vs. HEng 18.45 223.1

rank(QZim) vs. rank(HEng) 0.64 0.13
HZim vs. HEng -92.6 247.90

rank(HZim) vs. rank(HEng) 0.60 0.15
HZim vs. QEng -322.55 265.94

rank(HZim) vs. rank(QEng) 0.41 0.16
HEng vs. QZim 311.50 204.79

rank(HEng) vs. rank(QZim) 0.57 0.18
Sum -HEng vs. QZim 330 222.8

Sum -rank(HEng) vs. rank(QZim) 1.21 0.07
Sum -HZim vs. QEng 242.5 409.4

Sum -rank(HZim) vs. rank(QEng) 1.25 0.03
Sum -HEng vs. HZim 239.2 298.8

Sum -rank(HEng) vs. rank(HZim) 1.17 0.07

the agent played the role of Zimbabwe, there is no signif-
icant difference between the utility values of the agent and
the human player, though the average utility value for the
automated agent was higher (18.45) than that of the humans
(-92.6). One explanation for the higher values achieved by
theQO agent is that theQO agent is more eager to accept
agreements than humans. When playing the Zimbabwe side,
which has a negative time cost, accepting agreements sooner
rather than later allowed the agent to gain higher utility val-
ues than the human playing the same side.

This is also supported when we consider the results
of the ranking of the agreements. When the automated
agent played the role of Zimbabwe, the average ranking
it achieved was similar to the ranking the human players
achieved playing the same role (0.64 and 0.60). On the
other hand, when the automated agent played the role of
England it achieved significantly higher ranking values than
the human playing the same role, with an average of 0.82
as compared to only 0.58 (using 2-sample Wilcoxon test,
p < 0.002).

Comparing the sum of utility values of both negotiators,
based on the role the agent played, we show that this sum is
higher when the negotiations involved the agent. When the
automated agent played the role of Zimbabwe, the sum of
utility values was 330 as opposed to only 239.2 when two
humans were involved. When the automated agent played
the role of England, the sum of utility values was 242.5.
In comparing the sum of the rankings, we note that when
the automated agent was involved the sum of rankings was
higher than when only humans were involved (an average
of 1.21 and 1.25 when the automated agent played the role
of Zimbabwe and England respectively, and an average of
1.17 when the human players played against each other).



Table 3: Final negotiations utility values, ranking values,
sums of utility values and sums of ranking values. Job Can-
didate Domain

Parameter Avg Stdev
QCan vs. HEmp 409 93.95

rank(QCan) vs. rank(HEmp) 0.75 0.19
HCan vs. HEmp 309.7 140.2

rank(HCan) vs. rank(HEmp) 0.56 0.29
QEmp vs. HCan 437.3 121.7

rank(QEmp) vs. rank(HCan) 0.77 0.19
HEmp vs. HCan 410.6 114.0

rank(HEmp) vs. rank(HCan) 0.75 0.20
HCan vs. QEmp 342.45 114.40

rank(HCan) vs. rank(QEmp) 0.58 0.24
HEmp vs. QCan 448.82 82.41

rank(HEmp) vs. rank(QCan) 0.74 0.21
Sum -HEmp vs. QCan 852.8 132.2

Sum -rank(HEmp) vs. rank(QCan) 1.49 0.23
Sum -HCan vs. QEmp 779.7 199.0

Sum -rank(HCan) vs. rank(QEmp) 1.35 0.24
Sum -HEmp vs. HCan 720.3 212.5

Sum -rank(HEmp) vs. rank(HCan) 1.30 0.27

However, this is only significant when the automated agent
played the role of England (using 2-sample Wilcoxon test,
p < 0.001).

Another important aspect of the negotiation is the out-
come - whether a full agreement was reached or whether
the negotiation ended with no agreement (either status-quo
or opting out) or with a partial agreement. While only 64%
of the negotiations involving only people ended with a full
agreement, more than 72% of the negotiations involving
the automated agent ended with a full agreement. Using
Fisher’s Exact testwe determined that there is a correlation
between the kind of agent the opponent is (be it an agent
or a human) and the form of the final agreement (full, par-
tial or none). The results show that there is a significantly
higher probability of reaching a full agreement when play-
ing against the agent (p < 0.006).

Results for the Job Candidate Domain Table 3 summa-
rizes the average utility values of all the negotiations, the
average ranking of the agreements reached, and the average
of the sums of utility values and ranking of the agreements
in all the experiments in the Job Candidate domain.HCan

andHEmp denote the utility value gained by people playing
the role of the job candidate or the employer, respectively,
andQCan andQEmp denote the utility value gained by the
QO agent playing either role.

The utility values ranged from 170 to 620 for the em-
ployer role and from 60 to 635 for the job candidate role.
The Status-Quo value in the beginning of the negotiation
was 240 for the employer and -160 for the job candidate.
Both players had a fixed loss per time period - the employer
of -6 points and the job candidate of -8 points per period.

We started by examining the final utility values of all the
negotiations for each player, and the sums of the final util-

ity values. The results show that when the automated agent
played the role of the job candidate, it achieved significantly
higher utility values with an average of 409.0, as opposed
to a human agent playing the same role, with an average
of 309.7 (using 2-samplet-test: t(22) = 2.76, p < 0.008).
On the other hand, when playing the role of the employer,
there is no significant difference between the utility values
of the agent and the human player, though the average util-
ity value for the automated agent was higher than for the
human (437.3 vs. 410.6).

This is also supported when considering the results of
the ranking of the agreements. When the automated agent
played the role of the employer, the average ranking it
achieved was higher than the ranking the human players
achieved playing the same role (0.77 vs. 0.75). Moreover,
when the automated agent played the role of the job candi-
date it achieved significantly higher ranking values than the
human playing the same role, with an average of 0.75 as
compared to 0.56 (using 2-sample Wilcoxon test,p < 0.03).

Comparing the sum of utility values of both negotiators,
based on the role the agent played, we show that this sum is
also significantly higher when the negotiations involved the
agent, when it played the role of the job candidate with an
average of 852.8 (using2-samplet-test: t(22) = 2.48, p <
0.002). When the automated agent played the role of the
employer, the sum of utility values was higher, though not
significantly (779.7 vs. 720.3). When comparing the sum
of the rankings, we note that when the automated agent was
involved the sum of rankings was higher than when only
people were involved (an average of 1.49 and 1.35 when the
automated agent played the role of the job candidate and the
employer respectively, and an average of 1.30 when people
played against each other). However, this is only significant
when the automated agent played the role of the job candi-
date (using 2-sample Wilcoxon test,p < 0.041).

Another important aspect of the negotiation is the out-
come - whether a full agreement was reached or whether
the negotiation ended with no agreement (either status-quo
or opting out) or with a partial agreement. While only 72%
of the negotiations involving only people ended with a full
agreement, 86% of the negotiations involving the automated
agent ended with a full agreement. UsingFisher’s Exact
test we determined that there is a correlation between the
kind of the opponent agent (be it the agent or the human)
and the form of the final agreement (full, partial or none).
The results show that there is a significantly higher proba-
bility of reaching a full agreement when playing against the
agent (p < 0.006).

Discussion: Results against PeopleUsing GPNEG we
were able to show the efficacy of the automated agent em-
bodied in the system. We can now use the tool also to an-
alyze the simulation logs and provide some insights to the
behavior of both negotiators during the experiments.

The results show that the automated agent achieved higher
utility values than the human counterpart. This can be ex-
plained by the nature of our agent both for accepting offers
and generating offers. Using the qualitative offer mechanism
we allow the agent to propose agreements that are good for



it, but also reasonable for its opponent. This is opposed to
people, who generally tend to reject offers that do not seem
to be good for them based predominantly on the content of
the offer and less on the utility value of the offer. Another
explanation for the high scores of the agent is its rationality,
compared to the bounded rationality of people, in terms of
assessing the offers. The automated agent makes straight-
forward calculations. It evaluates the offer based on its at-
tributes, and not based on itscontent. In addition, it also
puts more weight to the fact that it loses or gains as time ad-
vances. This is not the case, however, when analyzing the
logs of the people. It seems that people put more weight to
the content of the offer than to its value. This was more evi-
dent in the Job Candidate domain which the human subjects
could more easily identify with.

Yet, this does not explain why, in both domains, these re-
sults are significant only for one of the sides. In the England-
Zimbabwe domain, the results are significant when the agent
played the role of England, while in the Job Candidate do-
main these results are significant when it played the role of
the job candidate. It is interesting to note that our results,
which show that the automated agents play significantly bet-
ter when playing one of the sides, while playing just as
well when playing the other side, are not unique. Kraus
et al. (Kraus, Hoz-Weiss, & Wilkenfeld 2007) also experi-
mented with an automated agent playing against humans in
a fishing dispute domain, and they presented similar results.

Another possible explanation for this phenomenon can be
found by examining the logs of the negotiations and the val-
ues of the agreements. In both domains we can see that the
England side and the job candidate sides are the more dom-
inant sides and have more leverage than the other side. For
example, for England this is represented by the fact that it
gains as time advances so it can put more pressure on the
other side to accept agreements. For the job candidate side,
this is more of a psychological interpretation. It seems that
the job candidate side has less to lose in the negotiation.
While both the employer and the job candidate lose as time
passes, the status quo agreement ensures the hiring of the
job candidate.

Conclusions and Future Work
Due to the unique and innovative nature of our proposed
tool, we expect that the marketing of this type of tool will
make waves both in the academia and in the market. Thus,
it will allow for future collaboration and long-term relation-
ships both in the academia and the commercial market.

Our future work involves improving the negotiation tool
as well as adding important aspects to assist in the nego-
tiation experiments. First we plan to include a observ-
ing/commenting agent that will observe the trainee in the
negotiation and will comment on his/her actions. To provide
a good commentary component we will incorporate an effi-
cient analysis tool that will investigate the actions taken by
the subject along with the history of the current negotiation
and past negotiations. Based on this the program can suggest
or direct the subject to the optimal behavior. We will also al-
low for a comparison between the people’s acts and actions

another automated agent would have taken in the same sit-
uation. Thus, we will be able to provide the subject a wide
variety of information and comparison of his/her actions for
future uses.

In addition, we will work on incorporating an argumenta-
tion component in the automated agent that will attempt to
change the opponent’s preferences.

Finally, we propose to develop an adaptive training man-
ager that will allow for dynamically presenting the user with
different negotiation scenarios as well as facing different
variation of theQOAgent. This is an important feature in
the futureGPNEG. Analyzing the behavior of the user and
comparing it to other behaviors or to the automated agents
behavior will for allow better understanding of his/her weak-
nesses in the negotiation process. This in turn will allow for
the adaptation of both the scenario and the agent matched
with the user to best tackle these issues and make the expe-
rience more beneficial and fruitful.
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