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Abstract

We introduce a generalization of interval graphs, which we call dotted interval graphs (DIG).
A dotted interval graph is an intersection graph of arithmetic progressions (=dotted intervals).
Coloring of dotted intervals graphs naturally arises in the context of high throughput genotyping.
We study the properties of dotted interval graphs, with a focus on coloring. We show that any
graph is a DIG but that DIGd graphs, i.e. DIGs in which the arithmetic progressions have a
jump of at most d, form a strict hierarchy. We show that coloring DIGd graphs is NP-complete
even for d = 2. For any fixed d, we provide a 7

8d approximation for the coloring of DIGd graphs.

1 Introduction

Overview. Interval graphs have been extensively studied and have many applications [5]. A
graph is an interval graph if the nodes correspond to intervals on the real axis, and there is an
edge between two nodes iff their corresponding intervals overlap. We introduce a generalization of
interval graphs, which we call Dotted Interval Graphs (DIG), in which instead of solid intervals we
consider “Dotted Intervals”, i.e. segments of a “dotted line”. Formally, a Dotted Interval (DI) is
an arithmetic progressions of integer values. Thus, the nodes of a dotted interval graph correspond
to arithmetic progressions and there is an edge between two nodes iff their respective arithmetic
progressions share a point. Dotted interval graphs naturally arise in the context of high throughput
genotyping, as explained in Section 1.1.
In this paper we study the properties of DIGs, with a focus on coloring.

Summary of Result. First, we show that unlike interval graphs, any (countable) graph is a
dotted interval graph:

Theorem 1 Every graph with a countable number of nodes is a DIG.

Thus, we consider restricted DIGs where in each dotted interval the jump (i.e. the distance between
consecutive points) is bounded by some constant d. We denote the class of such graphs by DIGd.
We show that these graphs form a strict hierarchy:

Theorem 2 For all d ≥ 1, DIGd  DIGd+1. In addition,
⋃∞

d=1 DIGd  DIG.
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Next we consider the coloring of DIGs (which is the problem arising in the genotyping application).
Coloring general DIGs is as hard as coloring general graphs. Thus, we consider the coloring of
DIGd graphs, and seek algorithms that are polynomial for a fixed d (i.e. Fixed Parameter Tractable
in d). We show that coloring remains hard even for a fixed d:

Theorem 3 Coloring DIGd graphs is NP-complete for any d ≥ 2.

Note that DIG1 graphs are interval graphs, which are polynomially colorable. Thus, there is a
sharp distinction between DIG1 and DIG2.
Approximate coloring is also hard for general DIGs, but for any fixed d a constant approximation
is possible:

Theorem 4 For d = 2, there is a polynomial algorithm that guarantees a 3
2 approximation for

the coloring of DIG2 graphs (given their DIG2 representation). For any fixed d > 2, there is a
polynomial algorithm that guarantees a 7

8d approximation for the coloring of DIGd graphs (given
their DIGd representation).

Finding the maximum clique in DIGs, on the other hand, is “easy”.

Theorem 5 Finding the maximum clique in DIGd graphs is fixed parameter tractable in d (given
their DIGd representation).

1.1 DIG Coloring and High Throughput Genotyping

Genotyping is the process by which elements of the genetic composition of individuals are de-
termined. Specifically, genotyping usually refers to the process of determining the specific allele
(genetic variant) present in a particular DNA sample, out of a set of known polymorphisms (multi-
ple possible variants). Genotyping is routinely performed in thousands of laboratories around the
world every day, with applications ranging from prenatal disease detection to forensics, and from
crop enhancements to evolutionary biology.
One common type of genetic variation is characterized by multiple repeats of a fixed sequence of
bases, within an otherwise conserved genomic background. These types of variations are called
microsatellite polymorphisms. Different alleles differ in the number of times the repeat sequence is
repeated. High allelic variability makes microsatellites powerful genetic markers, and therefore an
extremely valuable tool for genome mapping in a variety of organisms, including the human [9, 14].
There are many different methods for microsatellite genotyping. It is out of the scope of this paper
to describe these methods in detail (see [19] for a review on microsatellite genotyping methods).
However, the general structure of many of the methods consists of two main steps. In the first
step, the microsatellite together with some fixed flanking area is isolated (see Figure 1). In the
second step, the length of the resulting DNA fragment is measured. Let F be the length of the
fixed flanking area, ∆ be the length of the repeat sequence, and n the number of the repeats of the
repeat sequence. Then, the total length of the isolated segment is F + n∆. Thus, if F and ∆ are
known, then n can be reconstructed from the total length.
Since microsatellite genotyping is a costly procedure, we seek to reduce the number of times the
procedure is applied. This can be done by applying the procedure to several sites simultaneously,
a process called multiplexing. In this case, however, we will get several measurements for the total
length, one for each of the sites in the genotyping assay. It is thus necessary to be able to uniquely
determine what measured length corresponds to which site. For this, we must guarantee that all
possible outcomes of one site are distinct from those of any other jointly measured sites. We show
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that the problem of finding the minimal number of assays to genotype a given set of microsatellites
can be modelled as a coloring problem in DIGs.
For any polymorphic microsatellite site p let F be the length of the flanking area for p and ∆ the
length of the repeat sequence. Let ` and h be the minimum and maximum number of repeats
possible in p, respectively. Then, the possible lengths of the DNA fragment corresponding to p are:
Sp = {F +n∆ : ` ≤ n ≤ h}, which is an arithmetic progression, i.e. a dotted interval. Two sites can
be genotyped together iff their respective dotted intervals do not share a point. Consider the DIG
G formed by the entire set of dotted intervals corresponding to the set of sites to be genotyped.
Any coloring of G corresponds to a partition of the sites into sets that can be jointly genotyped,
and vice versa.

1.2 Related Work

Interval Graphs and Generalizations. Interval graphs have been studied extensively (see [5]).
There a several known generalization for interval graphs. Circular arc graphs are a generalization
in which the nodes are arcs on a circle, instead of intervals on the line. Circular arc graphs are a
proper generalization of interval graphs, but do not contain all graphs. It is known that coloring of
circular arc graphs is NP-Complete [4], and there is a 5

3 approximation algorithm for their coloring
[15]. See [5, 3, 11, 4] for additional properties of circular arc graphs.
Another generalization of interval graphs are t-interval graphs. In a t-interval graph each node
corresponds to t intervals, and there is an edge between two nodes iff any of their corresponding
intervals overlap. Clearly, every finite graph is a t-interval graph for some t. For a fixed t, [2] show
how to color t-interval graph G in 2t(ω(G′) − 1) colors, where ω(G′) is the clique number of the
underlying (simple) interval graph. See [6, 16, 17] for additional results on t-interval graphs.
Another generalization of interval graphs are t-track interval graphs (also called union graphs and
separated t-interval graphs). In a t-track interval graph we consider t separate lines - tracks, and
for each node there is a corresponding interval in each of the tracks. There is an edge between two
nodes iff there exists a track in which their corresponding intervals overlap. For any t > 1, t-track
interval graphs are a proper subset of t-interval graphs. See [10, 7] for studies on t-track intervals
graphs.

Multiplexed Genotyping. Multiplexing is routinely performed in many genotyping studies.
However, choosing what sites to jointly process is usually determined based on ad-hoc heuristics.
There is little theoretical work on the algorithmic aspects of multiplexing.
Kivioja et al. [8] consider the problem of optimizing multiplexed transcription profiling. In this

C A

Microsatellite
(n=3 repeats)

Isolated DNA fragment  ( total length = nd+f )

C A C A

Repeated sequence
of bases (d=2)

Figure 1: Schematic Illustration of a Microsatellite
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case the aim is to measure transcriptional expression level of multiple genes, using hybridization
probes. Kivioja et al. provide a 2-approximation algorithm for this optimization problem.
The relationship between microsatellite multiplexing and graph coloring was established in the
patent [18]. The patent applies general graph coloring methods and does not provide specific
coloring algorithms for DIGs. The patent also provides a technique to establish a per-instance
lower bound on the coloring, based on the maximal number of dotted intervals that are over any
point. We note that by using the maximal clique, as described in Section 5 a tighter lower bound
can be established.
In [1] the authors consider the problem of multiplexing in SNP genotyping (SNPs are another type
of genetic polymorphism). [1] provides theoretical hardness results for this problem, as well as
heuristic algorithms that perform well in practice.

2 Definitions

In this Section we provide the formal definition for DIG and DIGd graphs.

Definition 1 Let F = {S1,...,Sn} be a family of sets. G = (V,E) is the intersection graph of
F , if |V | = |F | and ∀ i, j (vi, vj) ∈ E if and only if i 6= j and Si ∩ Sj 6= ∅.
A dotted interval is a sequence of integers (dots) on the real line, where the distance between
any two consecutive dots is some fixed distance k, called the dotted interval’s jump. We denote
by DI(x, y, k, o) (x ≤ y; x, y mod k = o; k ∈ N\{0}; 0 ≤ o < k), the dotted interval such that
m ∈ DI(x, y, k, o) iff x ≤ m ≤ y and m mod k = o. The parameter o is called the dotted interval’s
offset. x or y (or both) can be assigned the value −∞ or ∞ respectively, in either case the DI is
an infinite countable set of dots.

Definition 2 A graph G = (V, E) is a dotted interval graph (DIG) if it is an intersection
graph of a set D of Dotted Intervals.
A graph G = (V, E), is a dotted interval graph with maximal jump d, denoted as DIGd, if it
is an intersection graph for a set of dotted intervals D, such that for each DI(x, y, k, o) ∈ D, k ≤ d
(i.e. all the dotted intervals’ jumps are at most d).

By a slight abuse of notation we also denote by DIG the set of all DIG graphs, and by DIGd, the
set of all DIGd graphs. It is easy to see that for finite and countable graphs, DIG1 is exactly the
class of interval graphs. However, dotted interval graphs with higher jumps reveal quite different
properties. For instance, DIG2 graphs can contain circles of arbitrary lengths (see Figure 2), while
interval graphs are known to be chordal (maximal circle length is 3).

v1

v2

v3

v4

v5

0 1 2 3 4

Figure 2: A DIG2 representation of C5.
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Consider a dotted interval I = DI(x, y, k, o). The beginning of I (denoted begin(I)) is x, the
ending of I (denoted end(I)) is y. The span of I is the interval [x, y].
The overlap of a number of DIs is the intersection of their spans. If this intersection is not empty,
then they are considered overlapping. A dotted interval is above point p if its span includes p.
A dotted interval DI(x, y, k, o) where x = −∞ and y = ∞ is called an infinite dotted interval.
Such a dotted interval will be denoted as DI∞(k, o). It follows directly from the DI definition that
DI∞(k, o) = {kn + o}n∈Z .

3 Properties of DIGs

3.1 Every Graph is a DIG

The following propositions demonstrate useful properties of infinite dotted intervals.

Proposition 3.1 Two infinite dotted intervals DI∞(k1, o1) and DI∞(k2, o2) meet iff

(o1 − o2) mod gcd(k1, k2) = 0

Proof: The dots of DI∞(k1, o1) and DI∞(k2, o2) are the sets {k1n+ o1}n∈Z and {k2m+ o2}m∈Z ,
respectively. In order for the two DIs to meet they need to have at least one common dot.
This means that the two DIs meet iff ∃n′,m′ ∈ Z such that the following meeting condition is
satisfied:

k1n
′ + o1 = k2m

′ + o2

or
o1 − o2 = k2m

′ − k1n
′

or
o1 − o2 = gcd(k1, k2) · (p2m

′ − p1n
′)

where p1, p2 ∈ Z.

1. (⇒) If the two DIs meet then the meeting condition above is satisfied and obviously (o1 −
o2) mod gcd(k1, k2) = 0 must hold.

2. (⇐) If (o1 − o2) mod gcd(k1, k2) = 0 then (o1 − o2) = b · gcd(k1, k2) where b ∈ Z. The
Extended Euclidean algorithm shows that ∃n′′, m′′ ∈ Z such that gcd(k1, k2) = (k2m

′′−k1n
′′)

by describing a deterministic algorithm that calculates n′′,m′′. Using this we get (o1 − o2) =
(k2 · bm′′ − k1 · bn′′). So, choosing n′ = bn′′ and m′ = bm′′ satisfies the meeting condition,
shown above, and the two DIs meet.

Proposition 3.2 If (o1−o2) mod gcd(k1, k2) = 0 then DI∞(k1, o1)∩DI∞(k2, o2) = DI∞( k1·k2
gcd(k1,k2) , o3)

(where ∩ means intersection of sets).

Proof: According to proposition 3.1, (o1 − o2) mod gcd(k1, k2) = 0 means that DI∞(k1, o1) and
DI∞(k2, o2) must have some meeting point c ∈ DI∞(k1, o1) ∩DI∞(k2, o2). So x ∈ DI∞(k1, o1) ∩
DI∞(k2, o2) iff (x− c) mod k1 = 0 and (x− c) mod k2 = 0 and then DI∞(k1, o1) ∩DI∞(k2, o2) is
the set { k1·k2

gcd(k1,k2)n + c}n∈Z = DI∞( k1·k2
gcd(k1,k2) , (c mod k1·k2

gcd(k1,k2))).
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We are now ready to prove Theorem 1 (which we restate):

Theorem 1 Every countable graph is a dotted interval graph.

Proof: Given any countable graph G(V, E) where V = {v1, , . . . , vi, . . .} we construct a DIG
representation for G as follows. Denote the j − th prime number as pj . For every i assign vi the
dotted interval DI∞(ki, oi) which is constructed as a disjunction of primal jump DIs as follows:
DI∞(ki, oi) = DI∞(pi, 0)∩[DI∞(pm1 , 1)∩DI∞(pm2 , 1)∩. . .∩DI∞(pml

, 1)] where m ∈ {m1, . . . , ml}
iff (vi, vm) /∈ E and m < i. Using proposition 3.2 it is easy to see that DI∞(ki, oi) = DI∞((pi ·
pm1 · . . . · pml

), fl), where fl is the resulting offset. So every vi is assigned DI∞(ki, oi) where:

• The jump is:
ki = pi ·

∏

j:(vi,vmj )/∈E,mj<i

pmj

• The offset oi = fl has the following properties:

1. oi mod pi = 0
2. oi mod pmj = 1 ∀mj such that (vi, vmj ) /∈ E and mj < i

These properties directly follow from the fact that oi is actually a dot in DI∞(ki, oi) and
therefore is also a common dot to all of the original primal jump DIs.

Note that for every vertex vi with a finite index i, the construction assigns a finite well-defined
jump and offset to the corresponding DI.
The following will show that the intersection graph of the constructed DIs is indeed the graph G.

• ∀vi, vj (i < j) such that (vi, vj) /∈ E:

According to the constructed offsets’ properties

(oj − oi) mod pi = (oj mod pi)− (oi mod pi) = 1− 0 6= 0

and according to the jumps’ construction gcd(ki, kj) = pi · k, where k ∈ N .

So it is clear that
(oj − oi) mod gcd(ki, kj) 6= 0

and the respective DIs indeed don’t meet according to proposition 3.1

• ∀vi, vj (i < j) such that (vi, vj) ∈ E:

According to jumps construction

gcd(ki, kj) =
∏

l:(vi,vnl
)/∈E,nl<i

pnl

According to constructed offsets’ properties ∀nl

(oj − oi) mod pnl
= (oj mod pnl

)− (oi mod pnl
) = 1− 1 = 0

So it is clear that (oj − oi) mod gcd(ki, kj) = 0 and the respective DIs indeed meet according
to proposition 3.1
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3.2 The DIGd Hierarchy

The following proposition demonstrates a useful property of overlapping dotted intervals.

Proposition 3.3 Consider a graph G ∈ DIGd. Let D be a DIGd representation for G and S a
set of dotted intervals D ⊆ G, where |S| > d, and every two dotted intervals in S overlap. There
must exist at least two dotted intervals in S that meet.

Proof: Let {DIi}i=1..d+1 denote d+1 dotted intervals in S. Consider p = begin(DIj) such that ∀i
begin(DIi) ≤ begin(DIj). This point is the rightmost beginning of all DIs in S. ∀i end(DIi) ≥ p,
must hold in order to satisfy the overlap assumption, and so p is in the span of all of these DIs.
Since the maximal jump of all DIs is d, every one of the d + 1 DIs must have at least one dot q
such that p ≤ q < p + d, but this means that at least two of these DIs must have the same dot,
and so they meet.

We are now ready to prove Theorem 2 (which we restate):

Theorem 2 For all d ≥ 1, DIGd  DIGd+1. In addition,
⋃∞

d=1 DIGd  DIG.

Proof: Consider the complete bipartite graph Kd+1,d+1 = (V, U,E) where d ∈ N \ {0}.
Figure 3 illustrates a DIGd+1 representation for Kd+1,d+1 where V = {v1, . . . , vd+1} and U =
{u1, . . . , ud+1}. So Kd+1,d+1 ∈ DIGd+1.

v
1

...v
2

v
d

v
d+1

u1

u
2

...
u

d

u
d+1

Figure 3: DIGd+1 representation of Kd+1,d+1

We show that Kd+1,d+1 /∈ DIGd. Assume in contradiction that D is a DIGd representation of
Kd+1,d+1. Let DV ⊆ D be the representation of the vertices of V . Let DU ⊆ D be the representation
of the vertices of U . Since V is an independent set and |V | = d + 1, then according to Proposition
3.3, there must be at least two dotted intervals vi, vj ∈ DV that do not overlap. In the same way
there must be at least two dotted intervals ul, um ∈ DU that do not overlap. But this means it is
not possible for both vi and vj to meet both ul and um, which is in contradiction to the properties
of the graph Kd+1,d+1 that D is representing. Thus, DIGd  DIGd+1.
Consider the countable complete bipartite graph K∞,∞. According to Theorem 1, K∞,∞ ∈ DIG.
Assume, by contradiction, that K∞,∞ ∈ ⋃∞

d=1 DIGd. This must mean that ∃m ∈ N such that
K∞,∞ ∈ DIGm. But, as was demonstrated above Km+1,m+1 /∈ DIGm and so obviously K∞,∞ /∈
DIGm. Thus,

⋃∞
d=1 DIGd  DIG.
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3.3 DIGs and Circular Arc Graphs

The following, which we state without proof, provides the relationship between DIG graphs and
circular arc graphs:

Theorem 6 There is a DIG2 graph that is not a circular arc graph. For every d ≥ 1, there is a
circular arc graph that is not a DIGd.

4 NP-Hardness of the Optimal Coloring of DIGd Graphs

The coloring of circular-arc graphs is known to be NP-Complete [4]. We prove the NP-Hardness of
coloring DIG2 graphs, using a polynomial reduction from the coloring of circular-arc graphs.
Let G be a circular arc graph, and let k be a natural number. The following polynomial reduction
constructs a graph H ∈ DIG2 such that G is k-colorable iff H is k-colorable.
If k ≥ |G| then G is clearly k-colorable. In this case simply output the empty graph which is in
DIG2 and obviously k-colorable, and we’re done.
The beginning and ending of an arc a (also denoted as begin(a) and end(a)) are the first point and
the last point of arc a counter-clockwise, respectively. An arc a is regarded as above the point p
if begin(a) ≤ p ≤ end(a). The frequency of a point p (or frequency(p)) in a graph’s circular-arc
representation, is the number of arcs that are above this point.
If there is any point p on the circle of G’s CAG representation such that frequency(p) > k, then G
contains a clique whose size is larger than k, and it is clear that G is not k-colorable. In this case,
simply output the graph Kk+1 ∈ DIG2. Since this k + 1 clique is also obviously not k-colorable,
we are done with this case.
For every arc a in G’s CAG representation which is a complete circle let H’s DIG2 representation
include an infinite dotted interval DI∞(1, 0). Since f such arcs and f such DIs always add exactly
f distinct colors to the coloring of G and H, respectively, then w.l.o.g. we shall assume that there
are no complete circle arcs in G’s CAG representation.
Choose one of the points on G’s circle whose frequency is maximal, and call it psplit. Then, for
some m ≥ 0 frequency(psplit) = k −m. Add to G’s circle, m new arcs that are above psplit and
intersect only with the k − m arcs above psplit. We call the resulting graph G1, and the k arcs
above psplit split arcs.

Proposition 4.1 G is k-colorable iff G1 is k-colorable.

Proof:

• (⇐) If G1 is k-colorable then it is obvious that G is also k-colorable since G ⊆ G1.

• (⇒) Assume that G is k-colorable. Use the same k-coloring to color G1’s arcs, except for the
m additional arcs above psplit. Since this coloring uses only k −m colors for the arcs above
psplit, and the additional m arcs intersect only with those arcs, then it is possible to color the
additional arcs with the m non-used colors at psplit. So G1 is also k-colorable.

Next we modify G1’s CAG representation in order that no split arc (i.e. arc above psplit) begins or
ends at the same point as another split arc, without changing the represented graph. This will be
achieved by iteratively breaking ties between any two arcs with the same beginning or end.
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Figure 4: Breaking ties on G1

A tie will be broken as follows (see Figure 4. Suppose that the two arcs a and b end at the same
endpoint pend (the method will be the same for two arcs with the same beginning). Scan the circle
counter-clockwise until meeting the first beginning point qbegin of any arc such that qbegin = pend +ε
where ε > 0 (points’ coordinates are regarded as angular). Extend arc a’s ending to pend + ε

2 .
It is easy to observe that the described extension did not change the represented graph G1, since
the extended arc aextended meets no more and certainly no less arcs than did a.
Next we split the circular-arc representation of graph G1 open at psplit turning it into the interval
graph representation of a new graph G2, where every split arc is represented by a corresponding pair
of split intervals - a left split interval and a right split interval, and every other arc is represented
by a single interval. See an illustration for this transformation in Figure 4.

Proposition 4.2 G1 is k-colorable iff G2 has a k-coloring that assigns the same color to every
corresponding pair of split intervals.

Let I(x, y) denote the interval [x, y] on the real line. I(x, y) is called an even interval if x, y ∈
{2n}n∈Z , i.e. the interval’s endpoints have even integral values. It is easy to see that every interval
graph representation with a countable number of intervals can be modified in such a way that all
intervals are even, without changing the represented graph. Therefore, assume w.l.o.g. that G2’s
interval graph representation includes only such even intervals.
From G2 we construct the DIG2 representation of graph H as follows. For every left and right
split intervals, Ileft(x, y) and Iright(x, y), in G2, include the left and right split dotted interval,
DIleft(x, y, 1, 0) and DIright(x, y, 1, 0). For any other interval, I(x, y), in G2, include the dot-
ted interval DI(x, y, 2, 0). For every corresponding pair of left and right split dotted intervals,
DIleft(x, y, 1, 0) and DIright(s, t, 1, 0), where s > y, include an additional binding dotted interval
DIbinding(y + 1, s − 1, 2, 1). These dotted intervals will have a binding effect on the coloring of
corresponding pairs of split dotted intervals as will be shown.
Figure 5 illustrates the above construction.
We denote with {l1, ..., lk}, {r1, ..., rk}, {b1, ..., bk}, the left split, right split and binding dotted
interval, respectively, where li, ri are a corresponding pair of split dotted intervals, and bi is their
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Figure 5: An example for a constructed H graph (k = 4)

binding dotted interval. Note that without the binding dotted intervals, graph H would represent
the exact same graph as G2 (G2 ⊆ H). Also, the binding dotted intervals never meet the other
(non-split) dotted intervals because the first consist only of odd points, while the latter only of even
points.

Proposition 4.3 G2 has a k-coloring that assigns the same color to every pair of split intervals
iff H is k-colorable.

Proof:

• (⇒) If G2 has a k-coloring that assigns the same color to every corresponding pair of split
intervals, then use this coloring for H’s non-binding dotted intervals. Note that {l1, ..., lk}
and {r1, ..., rk} are both cliques so every corresponding split pair (li, ri) was assigned a dif-
ferent color χ(li) = χ(ri) = i. Assigning the binding dotted intervals the same color as
their corresponding split pair χ(bi) = i, gives a valid k-coloring, since the binding dotted
intervals neither intersect their corresponding split pair intervals nor the other intervals, by
construction. So H is k-colorable.

• (⇐) If H is k-colorable the following will show that G2 has a k-coloring that assigns the same
color to every pair of split intervals.

Lemma 4.4 For every i ∈ {1, .., k} there exists a clique of size k − 1, Ki
k−1 ⊆ H, such that

bi and li intersect all of the vertices in Ki
k−1.

Proof:

Consider any binding dotted interval bi in graph H. We will show that for every j (j 6= i)
there exists a dotted interval aj ∈ {lj , bj , rj} such that both dotted intervals bi and li intersect
aj , and the beginning of bi (denoted as begin(bi)) is always a dot of aj .

Since begin(bi) is an odd dot, and every odd dot on graph H’s line is covered by exactly one
of the dotted intervals {lj , bj , rj}, then the following are all of the possible cases for begin(bi):
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1. begin(bi) ∈ lj : this naturally means that bi intersects lj . It is also easy to see that li
intersects lj , since lj covers all the dots to the left of begin(bi). See example in Figure
5, where i = 1 and j = 4.

2. begin(bi) ∈ bj : this naturally means that bi intersects bj . Since according to construction
begin(bi) 6= begin(bj), this must mean that begin(bj) < begin(bi), and so li also intersects
bj . See example in Figure 5, where i = 1 and j = 3.

3. begin(bi) ∈ rj : this naturally means that bi intersects rj . Since begin(rj) is even while
begin(bi) is odd, this must mean that begin(rj) < begin(bi), and so li also intersects rj .
See example in Figure 5, where i = 1 and j = 2.

The above claim shows that ∀i bi and li intersect with the same k−1 dotted interval {aj}j 6=i.
Since ∀j begin(bi) ∈ aj , {aj}j 6=i is the k − 1 clique Ki

k−1 (e.g. in Figure 5, l1 and b1 both
meet all 3 vertices of the clique {r2, b3, l4}).

Since any coloring must use k − 1 colors in order to color a k − 1 clique, then according to
Lemma 4.4 any k-coloring of graph H will have to use the same k − th color for both li and
bi for every i.

The conclusion is that ∀i χ(bi) = χ(li) must hold for any k-coloring of H. A symmetric
argument to the above shows that ∀i χ(bi) = χ(ri) must also hold. So if graph H is k-
colorable, all of its k-colorings fulfil the condition ∀i χ(ri) = χ(li), i.e. the colors of every
corresponding pair of split dotted interval are bound to be the same. Since G2 ⊆ H these
k-colorings are obviously all valid k-colorings for G2 too.

Propositions 4.1, 4.2, 4.3, show that a circular-arc graph G is k-colorable iff a polynomial time
constructed DIG2 graph H is k-colorable. This means that the decision version of the coloring of
DIG2 graphs is NP-Complete, and the optimal coloring of DIG2 graphs is NP-Hard. Since ∀d s.t.
d > 2, DIG2 ⊆ DIGd, the result is true for all DIGd graphs where d ≥ 2. This completes the
proof of Theorem 3.

5 Coloring Approximations

Following are approximation algorithms for the coloring of DIG2 and DIGd graphs that establish
Theorem 4. The algorithms require the DIG representation of the input graph. Let χ(G) and
maxclique(G) denote the chromatic number and the size of the maximum clique in graph G,
respectively.

5.1 Coloring DIG2 Graphs

Consider a graph G ∈ DIG2, |G| = n where DG = {DIi}i=1..n is a DIG2 representation of G.
Let bi = begin(DIi) and assume w.l.o.g that if bi < bj then i < j, i.e. the DIs are sorted by their
beginnings. Let Vi denote the vertices that are represented by the DIs above the point bi. Gi is a
subgraph of G induced by the vertices of Vi. There are n such subgraphs in G. Note that these
subgraphs are not necessarily distinct.

11



Color2(G)
Input: Graph G ∈ DIG2

Output: A coloring of G

1 for i ← 1 to n do
2 foreach v ∈ Gi do
3 if v has no color
4 Try to assign a valid color from the colors of Gi’s vertices
5 if v still has no color
6 Try to assign a valid color from the colors of G’s vertices
7 if v still has no color
8 Assign a new color to v

Figure 6: Approximated coloring algorithm for DIG2 graphs

The approximation coloring algorithm, Color2, for G is as follows (see also Figure 6). Scan G’s
subgraphs from G1 to Gn. For every Gi encountered, go over every vertex v ∈ Gi, that has not
already been assigned a color in previous steps of the algorithm, in an arbitrary order, and assign
a valid color to v. A valid color for a vertex v is a color that has not been previously assigned to
any other vertex u which is adjacent to v in G. The algorithm tries to minimize the usage of colors
by trying to reuse colors that have already been assigned. The strategy is to first try to reuse one
of the colors that have been assigned to any of the vertices in Gi, and only if no such valid color is
found, try colors from all G. Clearly, this algorithm performs a valid coloring of G in polynomial
time. Let Color2(G) denote the number of colors used by the Color2 algorithm to color graph G.

Theorem 7 For every G ∈ DIG2 (given G’s DIG2 representation), Color2(G) ≤ 3
2maxclique(G) ≤

3
2χ(G).

Proof: Consider a graph G ∈ DIG2, a DIG2 representation of G, denoted DG, and G’s subgraphs
{Gi}i=1...n as described above.
Before algorithm Color2 colors Gi, the uncolored vertices of Vi are exactly the vertices whose DIs
begin at bi. Any vertex v ∈ (

⋃i−1
j=1 Vj) \ Vi, is represented by a DI that ends before bi and so

never meets the vertices of Gi. This means that any color previously assigned to the vertices of
(
⋃i−1

j=1 Vj) \ Vi and not yet assigned to any of Vi’s vertices, is a valid color for any vertex of Vi. So
the coloring of Gi will always use all of the colors of G before using a new color.
Consider a full coloring of graph G by algorithm Color2, denoted CG. Let Color2(Gi) denote the
number of different colors assigned in CG to the vertices of subgraph Gi. The above leads to the
following corollary:

Corollary 5.1 Color2(G) = maxi=1...n{Color2(Gi)}.

Consider dotted intervals in DG that contain only one dot. It is easy to see that all such dotted
interval are in

⋃
x∈Z{DI(2x, 2x, 2, 0), DI(2x + 1, 2x + 1, 2, 1)}. This means that we can assume

w.l.o.g that all the dotted intervals in DG that contain a single dot are represented as DIs with a
jump of 2.
Let V i

k,o denote the vertices of Gi whose DIs’ jump is k and offset is o. Gi
k,o is the subgraph induced

by the vertices of V i
k,o. The distinct vertices sets V i

1,0, V i
2,0, V i

2,1, contain all the vertices of Gi. It

12



is easy to observe the following characteristics of Gi (see illustration in Figure 7). Gi
1,0, Gi

2,0, and
Gi

2,1 are cliques. The subgraph induced by V i
1,0 ∪ V i

2,0 and the subgraph induced by V i
1,0 ∪ V i

2,1

are both cliques. Gi
2,0, and Gi

2,1 are distinct. It follows from the above that maxclique(Gi) =
max{∣∣V i

1,0 ∪ V i
2,0

∣∣ ,
∣∣V i

1,0 ∪ V i
2,1

∣∣}.

Gi2,0 Gi2,1

Gi1,0

Figure 7: The composition of a subgraph Gi

Let Color2(Gi
2,0 ∪ Gi

2,1) denote the number of different colors assigned in CG to the vertices of
subgraphs Gi

2,0 and Gi
2,1.

Lemma 5.2 ∀i Color2(Gi
2,0 ∪Gi

2,1) ≤ maxclique(G).

Proof: The proof is by induction on i.

i = 1

Let b1 mod 2 = δ1. All vertices of G1 are represented by DIs whose beginning is b1, so
v ∈ G1 iff v ∈ V 1

1,0 ∪ V 1
2,δ1

. Therefore, Color2(G1
2,0 ∪ G1

2,1) = Color2(G1
2,δ1

) =
∣∣∣V 1

2,δ1

∣∣∣ ≤
maxclique(G1) ≤ maxclique(G).

i = m

Let bm mod 2 = δm. The induction assumption is Color2(Gm−1
2,0 ∪ Gm−1

2,1 ) ≤ maxclique(G).
So before Color2 colors Gm, the vertices of Gm

2,0 ∪Gm
2,1 were assigned less than maxclique(G)

different colors. Also, all the uncolored vertices in Gm are represented by DIs whose beginning
is bm, so in this step Color2 colors only vertices in V m

1,0 ∪ V m
2,δm

. Assume, by contradiction,
that Color2(Gm

2,δm
∪Gm

2,1−δm
) > maxclique(G). This means there had to be a stage where the

vertices of Gm
2,δm

∪ Gm
2,1−δm

were previously assigned exactly maxclique(G) different colors,
and then Color2 colored some vertex v ∈ Gm

2,δm
with a color Ψ which was not used in

Gm
2,δm

∪ Gm
2,1−δm

before. Color Ψ cannot be a color of one of the vertices in V m
1,0 because v

meets all of them. Now, since Color2 seeks to reuse the colors of Gm first, this necessarily
means that there was no color from Gm

2,δm
∪Gm

2,1−δm
that was a valid color for v. Gm

2,1−δm
is

a clique that was fully colored at the beginning of this step and doesn’t meet any of Gm
2,δm

’s
vertices, so it must be that the coloring of Gm

2,δm
already contained all the colors of Gm

2,1−δm
,

and therefore just before the coloring of v, the colors assigned to the vertices of Gm
2,δm

are
also the colors assigned to Gm

2,δm
∪ Gm

2,1−δm
, which are maxclique(G) different colors. But

this means that
∣∣∣V m

2,δm
\ {v}

∣∣∣ ≥ maxclique(G) or
∣∣∣V m

2,δm

∣∣∣ > maxclique(G), which is clearly
impossible.

13



Lemma 5.3 ∀i Color2(Gi) ≤ 3
2maxclique(G).

Proof: Consider the two possible cases for the size of V i
1,0, where 0 ≤ m ≤ 1

2maxclique(G):

1.
∣∣V i

1,0

∣∣ = 1
2maxclique(G) + m:∣∣V i

1,0

∣∣ +
∣∣V i

2,0

∣∣ ≤ maxclique(G);
∣∣V i

1,0

∣∣ +
∣∣V i

2,1

∣∣ ≤ maxclique(G)∣∣V i
2,0

∣∣ ≤ 1
2maxclique(G)−m;

∣∣V i
2,1

∣∣ ≤ 1
2maxclique(G)−m

Since the number of colors used for Gi is at most the number of its vertices:
Color2(Gi) ≤

∣∣V i
1,0

∣∣ +
∣∣V i

2,0

∣∣ +
∣∣V i

2,1

∣∣ ≤ 3
2maxclique(G)−m ≤ 3

2maxclique(G)

2.
∣∣V i

1,0

∣∣ = 1
2maxclique(G)−m:

Color2(Gi) ≤
∣∣V i

1,0

∣∣ + Color2(Gi
2,0 ∪ Gi

2,1) ≤
∣∣V i

1,0

∣∣ + maxclique(G) (using Lemma 5.2) ≤
1
2maxclique(G)−m + maxclique(G) ≤ 3

2maxclique(G)

Lemma 5.3, Corollary 5.1 and the fact that maxclique(G) ≤ χ(G) lead to Color2(G) ≤ 3
2maxclique(G) ≤

3
2χ(G), which completes the proof Theorem of 7.

Figure 8 provides a tight example for the 3
2 approximation factor guaranteed by Theorem 7. More

specifically, the figure illustrates a DIG2 representation of a graph with 4n vertices. It is easy to
see that algorithm Color2 uses 3n colors for this graph, where as the optimal coloring uses only 2n
colors.

...


...


...


...


1
2

n

...


1
2

n

...


n+1
n+2

2n

...


2n+1
2n+2

3n

...


n+1
n+2

2n

...


1
2

n

...


1
2

n

...


n+1
n+2

2n

...


Color
2

Optimal

Figure 8: A tight example for the approximation factor of Color2

Since χ(G) ≤ Color2(G) always holds, Theorem 7 also leads to an upper bound on the ratio between
the chromatic number and maximum clique size of DIG2 graphs as follows:

Corollary 5.4 For every G ∈ DIG2, χ(G) ≤ 3
2maxclique(G).
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Colord(G)
Input: Graph G ∈ DIGd

Output: A coloring of G

1 C ← ∅
2 for i ← d down to 1 do
3 if i /∈ C then
4 if i mod 2 = 0 then
5 color Gi∪ i

2
with Color2 (with a new set of colors)

6 C ← C ∪ {i, i
2}

7 if i mod 2 = 1 then
8 color Gi with interval graph coloring (with a new set of colors)
9 C ← C ∪ {i}

Figure 9: Approximated coloring algorithm for DIGd graphs

5.2 Coloring General DIGd Graphs

Consider a graph G(V, E) ∈ DIGd. Let DG be a DIGd representation of G. Let Vk,o, k ≤ d,
o < k, denote the set of vertices in G whose representation is a dotted interval with a jump k and
an offset o, and Gk,o the subgraph of G induced by the vertices of Vk,o. It is easy to see that Gk,o

is an interval graph.
Next, denote Vk =

⋃k−1
o=0 Vk,o, and Gk the subgraph of G induced by the vertices of Vk. Using

Proposition 3.1 it is easy to see that for every o1 6= o2, Gk,o1 and Gk,o2 are distinct. Gk is a union of
distinct interval graphs, which is also an interval graph. As an interval graph, Gk has a polynomial
algorithm for optimal coloring, where χ(Gk = maxclique(Gk)).
Denote V o

k∪2k = Vk,o ∪ V2k,o ∪ V2k,k+o where 2k ≤ d and o < k, and let Go
k∪2k be the subgraph

induced by the vertices of V o
k∪2k. Let DGo

k,2k
⊆ DG be the set of DIs representing the subgraph

Go
k∪2k. A new DIG representation for Go

k∪2k, denoted D′
Go

k,2k
, can be constructed by including in

D′
Go

k,2k
for every DI(x, y, p, q) ∈ DGo

k,2k
the dotted interval DI(x−o

k , y−o
k , p−o

k , q−o
k ). It is easy to see

that D′
Go

k,2k
is a DIG2 representation of Go

k∪2k, and this means that Go
k∪2k ∈ DIG2.

Denote Vk∪2k =
⋃k−1

o=0 V o
k∪2k where 2k ≤ d, and Gk∪2k the subgraph induced by Vk∪2k. Note that

Vk∪2k contains all the vertices who are represented by DIs with jumps of either k or 2k. Using
Proposition 3.1 it is easy to see that for every o1 6= o2, Go1

k∪2k and Go2
k∪2k are distinct. Gk∪2k is a

union of distinct DIG2 graphs, which is also a DIG2 graph. Using algorithm Color2 to color Gk∪2k

gives Color2(Gk∪2k) ≤ 3
2χ(Gk∪2k) according to Theorem 7.

Algorithm Colord is as follows (see also Figure 9). Scan all possible jump sizes in the representation
of G from d down to 1. For every jump i, if subgraph Gi was not yet colored, then color it in the
following way. If i is even then match Gi to G i

2
and use algorithm Color2 to color Gi∪ i

2
, else use

an optimal interval graph coloring to color Gi. In every step the algorithm uses a different set of
colors for the coloring, so the resulting coloring of G is clearly valid.
Denote m the number of matchings performed by Colord while coloring graph G ∈ DIGd. This
means: Colord(G) = Σm

i=1Color2(Gki∪2ki) + Σd−2m
j=1 χ(Gkj ) ≤ Σm

i=1
3
2maxclique(Gki∪2ki) +

Σd−2m
j=1 maxclique(Gkj ) ≤ Σm

i=1
3
2maxclique(G)+Σd−2m

j=1 maxclique(G) ≤ (d− 1
2m) ·maxclique(G).
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Assume d mod 4 = 0. Then algorithm Colord performs at least d
4 matchings from {d

2 + 2n}n=1... d
4

to {d
4 + n}n=1... d

4
, and then Colord(G) ≤ (7

8d) · maxclique(G). For arbitrary d, Colord(G) ≤
(7
8d + 3

8) ·maxclique(G). Since, obviously, maxclique(G) ≤ χ(G), it follows that:

Theorem 8 For every G ∈ DIGd (given G’s DIGd representation), Colord(G) ≤ (7
8d+3

8)maxclique(G) ≤
(7
8d + 3

8)χ(G).

Since χ(G) ≤ Colord(G) always holds, the following upper bound on the ratio between the chro-
matic number and maximum clique size of DIGd graphs is established:

χ(G) ≤ (
7
8
d +

3
8
) ·maxclique(G)

6 Maximum Clique

The following section provides the proof for Theorem 5.

Proposition 6.1 Consider the two dotted intervals DI1(x1, y1, k1, o1), DI2(x2, y2, k2, o2), and an-
other two dotted intervals with the same jump and offset but modified beginning and end DI ′1(x

′
1, y

′
1, k1, o1),

DI ′2(x
′
2, y

′
2, k2, o2). If the lengths of overlap(DI1, DI2) and overlap(DI ′1, DI ′2) are both greater than

d2 where k1, k2 ≤ d then DI1 meets DI2 iff DI ′1 meets DI ′2.

Proof: Assume DI1, DI2, DI ′1, DI ′2 with overlaps longer than d2 as described above.

• (⇒) If DI1 meets DI2 then according to proposition 3.1:

(o1 − o2) mod gcd(k1, k2) = 0

Now according to proposition 3.2 we easily get that:

DI ′1(x
′
1, y

′
1, k1, o1) ∩DI ′2(x

′
2, y

′
2, k2, o2) = DI ′3(

k1 · k2

gcd(k1, k2)
, o3,−∞,∞) ∩ overlap(DI ′1, DI ′2)

But since the jump k1·k2
gcd(k1,k2) ≤ d2 while |overlap(DI ′1, DI ′2)| ≥ d2 then clearly DI ′1 ∩DI ′2 6= ∅

and so DI ′1 and DI ′2 also meet.

• (⇐) The second direction of the proof is exactly symmetric.

We are now ready to prove Theorem 5 (which we restate):

Theorem 5 Finding the maximal clique of DIGd graphs is fixed parameter tractable in d.

Proof: Consider graph G ∈ DIGd, |G| = n. The following will show an algorithm for finding the
maximal clique of G in time which is fixed parameter tractable in d.

Let xi and yj be the leftmost and rightmost endpoint of all DIs with finite endpoints in the DIGd

representation of G, respectively (if there are no finite endpoints, let xi and yi be equall to zero).
Replace any DI coordinate x = −∞ with x = xi−d2 and any DI coordinate y = ∞ with y = yi+d2.
The outcome of this is a new representation which contains only finite DIs. It is easy to see according
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to proposition 6.1 that the new representation represents the same graph G, since this trimming
of any dotted interval aj into a′j either does not change its overlap with other DIs, or the overlap
grows smaller but stays at least d2 long. In either case ∀i ai meets aj iff ai meets a′j .

The following proposition shows that cliques in DIGs have a property that we call locality.

Proposition 6.2 Consider a clique K. Let {DIi} be a DIG representation of K. There is at least
one common point p such that:

• ∀i p ∈ span(DIi)

• ∃j such that p = begin(DIj)

Proof: Consider p = begin(DIj) such that ∀i begin(DIi) ≤ begin(DIj). This point is the
rightmost beginning of all DIs in the clique K. All the DIs pertaining to the same clique meet
each other. In order to meet it is obvious that it is necessary for their spans to overlap. So ∀i
end(DIi) ≥ begin(DIj) = p, must hold, and point p satisfies the above conditions.

Denote as Hp a local subgraph of G induced by the vertices that are represented by the DIs above
the point p.
Applying proposition 6.2 to the maximal clique leads to the following corollary:

Corollary 6.3 maxclique(G) = maxi{maxclique(Hbegin(DIi))} where {DIi} is a DIGd represen-
tation of G.

This means that in order to find the maximal clique of G it is enough to go over the n different
DIs’ beginnings, find each local graph’s maximal clique, and return the maximal of these maximal
cliques.
The following will show how to find the maximal clique of a local graph Hp:

• Trim all DIs in Hp so their beginnings and ends have a distance of at most d2 from p. Again,
according to proposition 6.1, the new representation represents the same graph, since this
trimming of any dotted interval aj into a′j either does not change its overlap with other DIs,
or the overlap grows smaller but stays at least d2 long. In either case ∀i ai meets aj iff ai

meets a′j .

• Assign each DI(x, y, k, o) ∈ Hp to a group g(x, y, k, o). Since for every DI:

1. p− d2 ≤ x ≤ p

2. p ≤ y ≤ p + d2

3. k, o ≤ d

the number of different groups required is at most d6, while each group may contain up to n
identical DIs.

• Since all DIs in the same group g have the exact same dots, then g is a clique. Also, if any
DI in gi meets any DI in gj then all of the DIs in gi meet all the DIs in gj . Therefore, any
maximal clique of Hp containing any single DI of g, contains all of the DIs of g.
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• Construct a group graph M , |M | ≤ d6, where every group gi is a vertex, and gi is adjacent
to gj if the DIs of these groups meet. The maximal clique of Hp can be found by going
over all the maximal complete subgraphs of M (meaning the complete subgraphs which are
maximal in the sense that there is no other complete subgraph that properly contains them),
and picking the one that contains the greatest sum of DIs in its groups.

The algorithm described above clearly finds the maximal clique of G in time which is fixed parameter
tractable in d.
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