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Teleoperation of autonomous vehicles has been gaining a lot of attention recently and is expected to play an important role in helping
autonomous vehicles handle difficult situations which they cannot handle on their own. In such cases, a remote driver located in
a teleoperation center can remotely drive the vehicle until the situation is resolved. However, teledriving is a challenging task and
requires many cognitive resources from the teleoperator. Our goal is to assist the remote driver in some complex situations by giving
the driver appropriate advice. The advice is displayed on the driver’s screen to help her make the right decision. To this end, we
introduce the TeleOperator Advisor (TOA), an adaptive agent that provides assisting advice to a remote driver. We evaluate the TOA
in a simulation-based setting in two scenarios: overtaking a slow vehicle and passing through a traffic light. Results indicate that our
advice helps to reduce the cognitive load of the remote driver and improve driving performance.
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1 INTRODUCTION

Autonomous vehicle (AV) technologies are improving dramatically over time (see, e.g., Li et al. [38]). Many companies,
such as Waymo [63] and Mobileye [40], are developing cutting-edge technologies to improve AV capabilities. However,
much remains to be done to make autonomous cars safe and efficient and to overcome regulatory hurdles. Many
researchers, as well as industry leaders, believe that AVs will not be able to handle all driving situations, at least in the
near future (see for example [9, 13, 26, 29, 34, 42, 53]). Some experts, such as former Weimo CEO John Krafcik, believe
autonomous cars will never be able to drive in "all conditions" [60]. One solution already in use in industry [28, 42] is
teleoperation, in which a human assistant monitors and operates the car remotely. The common model is that when
an AV faces a situation it cannot handle, it sends a request for intervention to a teleoperation center, where a human
operator is assigned to remotely drive the vehicle until the problematic situation is resolved.

As described by Tener and Lanir [59], AV teleoperation presents several major challenges. For example, the operator
cannot feel the forces acting on her or hear the ambient sounds from the vehicle’s environment. Another major challenge
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is cognitive load. The remote driver needs to quickly take control of the autonomous vehicle, assess its situation, and
drive the vehicle remotely, taking into account the remote environment and the vehicle’s responses to resolve the
problem quickly. This taxing task requires many cognitive resources [59]. Such a heavy cognitive load can increase the
likelihood of a collision, as described by Pawar and Velaga [45].

In this research study, we develop the TeleOperation Advisor(TOA), an assisting agent to help teleoperators with
decision-making for challenging tasks. The idea is that an assisting agent, suggesting driving actions, can help reduce
cognitive load as well as improve driving performance. In the literature, there are several types of systems that assist
drivers in decision-making. Some of these systems are designed to warn the driver of approaching hazards, such as
collision avoidance systems (see, e.g., Wang et al., [61]), or warn drivers when they intend to take an action that may
result in a hazard, such as changing lanes (see, e.g., Sun et al., [58]). Another type of system is one that suggests actions
to the driver, such as an overtaking attempt [46]. Although the former type is more common in driving, it is expected
that the importance of suggesting actions to drivers will be more significant in teleoperation because of the difficulties
mentioned above.

TOA repeatedly tries to identify the best action to be taken by the teleoperator in a given situation, taking into
account the teleoperator’s capabilities aiming at satisfying a set of ranked goals.

We have selected two scenarios with challenging tasks where a decision must be made and implemented a version
of TOA that assist the teleoperators in these scenarios. The first scenario is the overtaking of a slow-moving vehicle
on a highway. This scenario requires complex state awareness since the positions and speeds of nearby vehicles have
a crucial influence on the decision of whether to overtake or not. The other scenario is going through a traffic light
before turning red. The decision to be made here is whether it is better to stop at the traffic light or run it. Note that
these challenging tasks may occur at any time during remote driving and not necessarily immediately when the driver
takes control.

To evaluate the usefulness of our method, we conducted a user study, having human participants act as remote
operators using the CARLA simulation [16]. The CARLA environment is an open-source driving simulation that has
been used extensively in research on autonomous vehicles (see, e.g., [35]). Our results indicate that adding driving
recommendations given by TOA successfully managed to reduce the cognitive load of the remote drivers. We have also
shown that TOA significantly reduced the number of red light crossings in the traffic light scenario and reduced the use
of brakes and improved the measured efficiency in the passing scenario. Finally, the participants indicated that they
were satisfied with TOA and would want to use such an agent when remotely driving a vehicle.

Our work makes the following contributions:

(1) A general method for providing automatic advice in teleoperation when a human operator controls the vehicles
remotely.

(2) The implementation of this method in two different scenarios: overtaking on a highway and crossing a traffic
light.

(3) An evaluation of the method in an experiment with human participants.

2 RELATEDWORK

2.1 Advising Agents

Automated agents’ advice could be very beneficial to people when they need to make decisions in complex settings.
There are many applications in which such advice is needed (see [6], [4],[50] for some examples). Supplying advice
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involves multiple challenges. The main challenge is to predict people’s behavior and decisions. See for example Rosenfeld
et al., [51], Kraus [36] and Rosenfeld and Kraus [52]. However, a major difficulty is that many factors can influence
human decision-making. Dietrich [14] enumerated past experience (Juliusson et al., [33]), cognitive biases (Stanovich
and West, [56]), age and individual experiences (Bruine de Bruin et al., [10]), belief in personal relevance (Acevedo
and Krueger, [1]) and an escalation of commitment as relevant factors for making a decision. Another challenge arises
in settings that involve repeated interactions between an agent and a human who uses the agent’s advice. In such
cases, the agent needs to consider how their actions in the present influence people’s future actions (Azaria et al [5]).
Giving advice that will be accepted by people is also a challenge. Elmalech et al. [18] showed that giving intuitive
sub-optimal advice is more beneficial than giving less intuitive optimal advice. Many Advanced Driver Assistance
Systems (ADAS) warn drivers of certain dangerous events. Sun et al. [58]) developed a personalized system that warns
drivers of dangerous lane changes. Wang et al. [61] developed a personalized system that warns drivers when a potential
collision is expected. However, these works focus on warning drivers of various hazards. In contrast, our system focuses
on helping drivers make decisions.

2.2 Teleoperation of Vehicles

Teleoperation is currently used in various types of ground vehicles. A famous example is teleoperated rovers, in
particular those traveling on Mars (see, e.g., [22]). Another current application is mining trucks [55]. However, these
sorts of applications are very different from driving in everyday’s traffic [43]. Few works show how teleoperation
should work in everyday’s traffic (see, e.g., [25]). Several works try to overcome some of the various challenges of AV
teleoperation, such as communication delays [27], situation awareness [24], and forces acting on the driver, e.g., giving
the driver an artificial steering wheel feel [57]. However, these do not deal with driving in specific difficult tasks nor
with the frequent context switch which is required in our settings. Mukhopadhyay et al [41] investigated the effect of
Extended Reality (XR) ADAS systems on Take Over response and task completion times and found that their approach
(using "augmented reality") resulted in significantly faster completion times. The goal of their approach was to help
vehicles follow ego lanes which could be a difficult task in India, but it is different from higher-level decision-making
processes, as in our work.

2.3 AV overtaking a slow vehicle

Although there are relatively few collisions caused by lane-changing maneuvers (4%), and although fatalities from these
collisions account for only about 0.5% of total fatalities, lane-changing behavior is responsible for about 10% of traffic
congestion and frequently causes traffic jams. This has implications for the economy [12, 32]. In addition, failure to
find an appropriate time window to start an overtaking attempt can lead to inefficient driving and can also delay other
vehicles.

Making the decision as to when it is appropriate to overtake is a challenge that is relevant for fully autonomous
vehicles [44]. There are several methods that have been developed over the years to make an overtaking decision. The
first is a rule-based approach. Its main advantage is that it is easy to implement [7, 20]. Another method is a utility-based
approach. It is better suited for complex scenarios, but requires more effort to fine-tune the parameters [23, 64]. A
more recent method, used primarily for fully autonomous vehicles, is reinforcement learning (see, e.g., [11, 39, 65]). As
suggested by Armağan and Kumbasar, Fuzzy logic can also be used to decide when to start an overtaking attempt [3].
Our method is based on a combination of a set of rules and a set of utility functions. The easier-to-implement rules

3



IUI ’23, March 27–31, 2023, Sydney, NSW, Australia Yohai Trabelsi, Or Shabat, Joel Lanir, Oleg Maksimov, and Sarit Kraus

are used whenever possible, while the utility functions are used at the core of our approach to better handle the more
complex decisions. Reinforcement learning is not used in our settings because it requires larger data sets.

2.4 Passing through a traffic light

Running red lights is considered one of the most important factors leading to collisions at signalized intersections [67].
A rule-based system that suggests to drivers whether to stop or proceed before a traffic light has been proposed by
Bar-Gera et al. [8]. In their work, they showed that their advisory system actually significantly reduced the number
of red light violations. However, they knew in advance what the traffic light would be in the future, while we do not,
which may have helped them improve their advice. For example, if they knew that the traffic light would turn red in
one second, they could suggest to the driver to stop, while we did not have this information and therefore need a more
advanced method to give appropriate advice.

An important difference between their setting and ours is that in their setting, participants had to drive a long
distance in a single car, so they did not have to switch between different environments. In our setting, on the other
hand, they had to take over the car in different environments, drive different cars in different cities, and that is a much
more difficult task.

3 THE TELEOPERATOR ADVISOR (TOA)

In this section, we describe a method for developing a TeleOperator Advisory agent (TOA) for teledriving in complex
driving scenarios. Our method runs iteratively, generating appropriate recommendations for the teleoperator at each
small time interval. The time units in which the iterations occur are called time ticks. We first describe the problem of
providing advice in a single time tick, and then describe how the whole system works.

A problem 𝜋 is defined by a teleoperator 𝜏 , a current time 𝑡 , an ego-vehicle 𝜖 , and a set of objects Ω. The set of objects
consists of, for example, vehicles, pedestrians and traffic signs. The ego-vehicle and the objects in Ω have properties
relevant to the problem. The properties of the ego-vehicle for problem 𝜋 are denoted as 𝐵𝜋,𝜖 and the properties of
each object 𝜔 ∈ Ω are denoted as 𝐵𝜋,𝜔 . Possible properties of the ego-vehicle are its speed, acceleration, braking and
acceleration capacity. Possible properties of the other objects are their type (e.g., car, motorcycle, truck, stop sign), their
speed (which can be positive, zero, or negative), their distance from the ego-vehicle, a direction with respect to the
ego-vehicle (e.g., front, back, left), and their order in the corresponding direction (e.g., the third car from the front).

Moreover, a problem 𝜋 has a set of possible actions𝐴 = {𝛼1, ..., 𝛼𝑛} that the teleoperator 𝜏 can perform on the vehicle
𝜖 such as accelerating, stopping, or starting an overtaking maneuver. The problem 𝜋 is associated with a set of goals
Ξ = {𝜉1, ..., 𝜉𝑛} such as avoiding collisions or driving efficiently. Each goal 𝜉 is associated with a weight𝑤𝜉 ∈ [0, 1] that
determines the importance of that goal. For example, avoiding collisions receives the highest possible value of 1 while
driving efficiently may have a lower value of 0.7. We also define a personal weighting parameter, 𝜌𝜏 ∈ [0, 1], which
represents the teleoperator’s personal reaction and performance time. This weighting parameter is initially generated
by running the 𝑃𝑉𝑇 test [2, 15], a general, widely used, test that measures individual reaction time to visual stimuli. It
is updated after each completed action of the teleoperator (see subsection 3.5 for more details). A parameter value of 0
represents a teleoperator that responds very quickly, and a value of 1 represents a very slow teleoperator.

Also, for each problem 𝜋 , an action 𝛼 , a goal 𝜉 and the teleoperator’s personal weight parameter 𝜌𝜏 we define a
function 𝜇 (𝜋, 𝛼, 𝜉, 𝜌𝜏 ) that computes a score for achieving the goal 𝜉 given the problem 𝜋 and an action 𝛼 . The goal of
TOA is to optimize the function 𝑎𝑟𝑔𝑚𝑎𝑥𝛼∈𝐴𝑝

∑
𝜉 𝑤𝜉 ∗ 𝜇 (𝜋, 𝛼, 𝜉, 𝜌𝜏 ).
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The properties of the ego and the other vehicles as well as the relevant goals, their weighting, and the corresponding
actions are initiated by an experienced human driver and verified by driving in the simulation.

3.1 Limiting the set of relevant objects and actions

Computing 𝜇 (·) efficiency is necessary since it is needed to run this function repeatedly in real-time. Therefore, we
propose to reduce the number of objects considered by the function. For example, a vehicle that is far from the ego-
vehicle is irrelevant. For that, we define a set of rules created by a human expert. This function depends heavily on
the problem. For example, for the traffic light scenario, it may be sufficient to consider only one car in front of the
ego-vehicle and one car behind the ego-vehicle and ignore the other cars.

Additionally, there is a need to limit the set of possible actions. For example, we cannot switch between different
recommended actions for each time tick, as this can cause a lot of confusion. Another reason is to avoid actions that
are technically impossible. For example, if the ego-vehicle is in the left lane, which is the faster lane, it is impossible
to try to overtake and move to a better lane. In addition, an action may not be applicable if the estimated time is not
acceptable (see subsection 3.2 for details on calculating estimated time). For example, if there is not enough time to
stop before a traffic light, a recommendation to stop is not appropriate. Finally, an action may not be applicable if the
reason for taking the action is not yet relevant. For example, an action that starts an overtaking attempt may not be
appropriate before the ego-vehicle approaches a slow vehicle.

We define𝑤 as the number of historical time ticks we are considering and 𝐴𝑤 as the queue of actions recommended
in the last𝑤 time ticks. The function 𝜆(𝛼, 𝜋,𝐴𝑤) = {𝑇𝑟𝑢𝑒 |𝐹𝑎𝑙𝑠𝑒} is given an action 𝛼 , a problem 𝜋 and the queue 𝐴𝑤

and returns True if and only if 𝛼 is applicable to the problem 𝜋 .

3.2 Assigning a score for achieving a goal

In order to estimate the score of achieving the various goals, an estimation of the time required for 𝜏 to perform each
action is required. This is computed by using the properties of the problem together with 𝜌𝜏 . The expected time for an
action 𝛼 by an operator 𝜏 can be measured by performing the various actions multiple times (e.g., 10 times per action),
calculating an average, and multiplying the average by 𝜌𝜏 . If more data is available, using machine learning methods
could be beneficial.

The function 𝜇 (𝜋, 𝛼, 𝜉, 𝜌𝜏 ) is based on a set of rules established by a human expert. The rules vary for different
problems and goals. In general, the time interval from the current time until the estimated end of the action is considered,
and the estimated locations of other relevant vehicles are taken into account. For example, in the overtaking scenario, a
low collision score is assigned when a vehicle is expected to be very close to the ego vehicle. On the other hand, this
case may result in a high-efficiency score because the task is expected to be completed faster. A low score for the goal
of avoiding emergency braking may also be assigned in this case. Another example related to the traffic light scenario
is the score for the action of stopping at a red light when the intersection is empty, which may increase the probability
of a collision if there is a vehicle behind the ego-vehicle that is very closed to it and moving too fast. If the ego-vehicle
stop, it may bumped into it. However, there may be a high score for the goal of obeying the traffic light.

If the scores are generated by a human expert, we allow only a few (e.g., 3) possible discrete scores per goal. In
addition, an experienced human driver should drive in a simulation after the initial scores are created and later be
asked for his or her opinion on the balance between the different goals. Based on this information, we should adjust
the scoring rules accordingly. If enough data could be collected, the score could be estimated using machine-learning
methods which will yield a more accurate estimation of the value of a recommended action.
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3.3 The advising flow

The main loop of algorithm 1 iterates over the time ticks. For each time tick 𝑡 in which there is at least one action
for which 𝜆(·) gives a positive value, these actions are considered and a weighted score is calculated for each. The
action with the highest score is then recommended to the teleoperator. Finally, when an action has been performed, the
personal weighting parameter is updated according to the teleoperator’s performance.

Algorithm 1 The procedure of TOA

1: 𝐴𝑤 ← 𝑄𝑢𝑒𝑢𝑒 ()
2: 𝐴𝑤 .𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 ()
3: for all 𝑡 ∈ Time ticks do
4: 𝐴𝑝 ← ∅
5: for all 𝛼 ∈ 𝐴 do
6: if 𝜆(𝛼, 𝜋,𝐴𝑤) = 𝑇𝑟𝑢𝑒 then
7: 𝐴𝑝 = 𝐴𝑝 ∪ {𝛼}
8: end if
9: end for
10: if 𝐴𝑝 = ∅ then
11: continue
12: end if
13: 𝛼=𝑎𝑟𝑔𝑚𝑎𝑥𝛼∈𝐴𝑝

∑
𝜉 𝑤𝜉 ∗ 𝜇 (𝜋, 𝛼, 𝜉, 𝜌𝜏 )

14: Recommend 𝛼
15: 𝐴𝑤 .𝑒𝑛𝑞𝑢𝑒𝑢𝑒 (𝛼)
16: if 𝐴𝑤 .𝑠𝑖𝑧𝑒 () > 10 then
17: 𝐴𝑤 .𝑑𝑒𝑞𝑢𝑒𝑢𝑒 ()
18: end if
19: if 𝛼 was performed then
20: update 𝜌𝜏
21: end if
22: end for

3.4 Computing and updating the personalized weight parameter

The calculation of a personalized weighting parameter is necessary for the prediction of the expected time for the
execution of an action. This, in turn, is necessary for predicting how much time the action is expected to take. Knowing
the expected time for an action, one can estimate when it is reasonable to perform an action. The initial parameter
was determined by the expected reaction time, which was measured for each user individually using the short online
version of the PVT test [21]. At each iteration, the parameter is updated using the exponential moving average update
method introduced by Roberts [49]. The parameters chosen are designed to give significant weight to history relative to
the current sample.

3.5 The advice interface

The recommendations that are generated for the overtaking scenario are represented using visual overlays on the
surroundings. In particular, we use a green arrow for lane change recommendation (see Figure 2) and a red triangle for
slowing down or braking scenarios (see Figure 4). The visual overlays on the surroundings and the specific notations
were studied by Eriksson et al. [19] for supporting a human driver who is located inside an autonomous car and needs
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Scenario (type of 𝜋 ) relevant objects
Overtaking in a highway front, rear left, front left

Traffic Light front, back, traffic light
Table 1. Relevant objects per scenario, in each direction only the closest vehicle is considered.

Object (𝜔) Relevant Parameters 𝐵𝜋,𝜔
vehicles type, direction, distance and speed

pedestrians direction, distance and speed
road signs type, distance and position

traffic signals signals color, distance and position

Table 2. Relevant parameters per object for problems where the object is relevant (for all problems 𝜋 , including overtaking and traffic
light).

to take control over the car. Eriksson et al. compared this approach to other methods and notations and showed that in
overtaking scenarios the proposed approach effectively improved the number of correct decisions to brake or overtake
in an overtaking scenario.

4 IMPLEMENTATION OF THE TELEOPERATOR ADVISOR IN SPECIFIC SCENARIOS

In this section, we show how the above methodology is implemented in two scenarios using CARLA simulation. The
first scenario is overtaking a vehicle on a highway and the second is running a traffic light. In both scenarios, we decided
on 30 ms between time ticks through trial and error. This decision was made by trying multiple gaps - first at 10 ms and
then in jumps of 10. For each gap, we ran the advisory system in multiple scenarios. The experts analyzed the videos
and decided whether the quality of the advice was appropriate. To save computational resources, we chose the largest
value that resulted in appropriate advice.

The source code of our implementation, together with some example videos are available in a public repository 1.

4.1 Overtaking in a Highway

First, we defined the relevant properties of the ego vehicle, 𝐵𝜙,𝜖 , to be the velocity, acceleration, and the vehicle’s
braking and speed capabilities. In our case, they were obtained from the CARLA simulation. We then decided which
objects in the environments were relevant (see Table 1), and what parameters were relevant to them (see Table 2).

Then the set of possible actions 𝐴 was set to "slow down", "start an overtake" and "no action". As mentioned above,
for each operator 𝑜 , 𝜌𝑜 was initiated by the PVT test results. The selected goals for the overtaking scenario are collision
avoidance (0.6), avoidance of a dangerous distance to other vehicles or obstacles (0.1), avoidance of emergency braking
(0.1), and avoidance of excessive cognitive load (0.2). The weights of the goals are given in parentheses.

In realtime, for each time tick in the "for" loop in Algo 1[Line 3], the distances to the leading slow vehicle and to
the other vehicles nearby are calculated, as defined in Table 1. These distances are first used to determine whether 𝐴𝑝

(Algo 1[Lines 6-7]) includes an overtaking action. Overtaking is not possible in situations where the ego-vehicle is in
the leftmost lane, cases where a recommendation to slow down was made in the last 0.3 seconds, and cases where the
distance to the lead vehicle is more than 12 seconds.
1https://github.com/yohayt/Advice_Provision_in_Teleoperation_of_Autonomous_Vehicles
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Next, we defined a set of rules that, if met, we know with certainty that the start of an overtaking maneuver leads to
the highest-scoring action (Algo 1[Line 13]). We used these rules rather than computing the expected benefit directly
because lack of data. The first rule states that an overtaking recommendation will not be executed if the ego vehicle is
too close to the leading vehicle (time to collision less than 2 seconds), since the safety of such an overtaking operation
is problematic. The second rule states that an overtaking attempt will not be started if the speed in the current lane
is higher than the speed in the left lane. The next rules refer to the left lane. These rules determine whether the left
lane is free for an overtaking attempt. This is done by estimating the expected time for the overtaking maneuver and,
assuming a constant speed, checking whether the next vehicle on the left behind and the next vehicle in front of the
vehicle in the left lane are expected to be too close to the ego-vehicle during the overtaking maneuver (less than 0.25
second). The estimation of the overtaking performance time is based on a multiplicative combination of the personal
weight parameter (𝜌𝑜 ) and a constant time that is needed to perform an overtaking attempt based on our dataset.

If all the rules are met, a recommendation to overtake is given. The actual result of the advice system is a green
arrow to the left as seen in Figure 2.

The slow-down recommendation is simpler. It is recommended if and only if the time to collision with the leading
vehicle is less than 2 seconds and the speed of the ego-vehicle is at least 1.2 meters per second. If both the "overtake"
and the "slow down" recommendations were not given, then no recommendation is given. Finally, when an overtake
has been performed and has lasted 𝑡seconds, the personal weight parameter 𝜌𝑜 is updated according to the formula:
𝜌 = 7/8 ∗ 𝜌 + 1/8 ∗ 𝑡 . The formula and its parameters (7/8 and 1/8) were taken from the TCP Round Trip Time (RTT)
estimation procedure and typical parameters (See Kurose and Ross [37] for more details). The flow of choosing an
action is available in Figure 1.

4.2 Passing through a traffic light

First, the relevant properties of the ego vehicle were defined similar to the overtaking scenario. Similarly, the relevant
objects and what parameters were relevant to them are defined in Tables 1 and 2. The possible actions 𝐴 was set to
"stop" and "no action". As mentioned above, for each operator 𝑜 , 𝜌𝑜 was initiated by the PVT test. The selected goals
for the traffic light scenario (and their weights) are collision avoidance (0.4), avoidance of a dangerous distance to
other vehicles or obstacles (0.1), avoidance of emergency braking (0.15), avoidance of excessive cognitive load (0.1) and
avoidance of red light violations(0.25). The weights of the goals are given in parentheses.

In real-time, in the "for" loop in Algo 1[Line 3], the distances to the traffic light and to the vehicles nearby are
calculated for each time tick, as defined in Table 1. Then, situations in which stopping is not relevant are not included
in 𝐴𝑝 (Algo 1[Lines 6-7]). These included situations where the ego-vehicle is too close to a yellow traffic light and cases
where the distance to the traffic light is more than 60 meters.

Next, we defined a set of rules that, if at least one of them is met, we know with certainty that stopping leads to the
highest-scoring action. The rules and their values were inspired by Rittger et al [48] and the values were finalized by
some trial and error. The rules and the whole flow are presented in Figure 3. The actual outcome of the advice system is
a stopping sign in the front, see Figure 4.

5 A USER STUDY

We assigned participants to play the role of remote operators in driving scenarios. Our goal was to show that the TOA
and its advice are helpful in two scenarios: overtaking and approaching traffic lights.
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Fig. 1. Rules for choosing an action in overtaking in a highway.

Fig. 2. An example for advising to start an overtake attempt in CARLA simulation.

5.1 Participants

Participants were invited to a university laboratory to take part in the experiment. Most participants were Computer
Science students who were encouraged to participate in order to receive a small bonus on their university course grades.
Participants had the option of participating in another experiment if they felt uncomfortable with this one and receiving
the same bonus. Additional participants were recruited through a Facebook group of students from other disciplines.
These participants were paid an amount of $15 for their participation.
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Fig. 3. Rules for choosing an action in passing through a traffic light. Speeds (v) are in kilometers per hour and distances (d) are in
meters.

Fig. 4. An example for advice to stop before a red light in CARLA simulation.

There were a total of 22 participants, of which 7 were females and 15 were males. Their mean age was 27 with a
standard deviation of 4.2. Most of the participants (19) were in their third year of study or were masters students in the
Department of Computer Science and had good computer skills. 18 of the participants had at least 4 years of driving
experience, 2 had 2 − 4 years, 1 had 1 − 2 years, and 1 had less than one year. 17 of the participants drive daily, 2 drive
at least once a week, and 2 drive less frequently.
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5.2 Experimental Settings

We performed the experiment using a university laboratory computer. For the simulation, we used the CARLA
environment [16]. The CARLA simulation includes a few city maps and the environment consists of buildings, traffic
signals, traffic lights, intersections, moving cars, stationary cars, and pedestrians. In our experiment, we used two of
the maps: a city with a highway for the passing scenario and another city with many traffic lights for the traffic light
scenario. As in some previous works (e.g., [62] and [17]), driving is done with the help of the arrow keys. The right and
left arrow keys are used to turn right and left, up to accelerate, and down to slow down. The 1 and 2 keys are used to
switch between forward and reverse. For the ego-vehicle, we used 3 cameras. One for the front view and two side rear
cameras. There was also a navigation map that was used to navigate to the desired location.

The simulation consists of short driving tasks with a specific location to which the participant must drive a vehicle.
Participants were instructed to drive the vehicle safely and efficiently to a location marked on the map. Each task begins
with a few seconds of an autonomous driver controlling the vehicle. After some time, a light in the upper left corner of
the screen changes from green to red. From then on, the driver can take control of the vehicle by pressing the 1 key. In
this way, the teleoperator can observe the environment of the ego-vehicle before taking control.

When the vehicle arrives at the destination, the participants are instructed to return the control to the autonomous
agent by pressing a dedicated key. All simulation tasks were performed in good weather conditions and in daylight.

A supervisor was present throughout the experiment. The supervisor’s role was to give the participants some
explanations about the simulation and the experiment, to check that the participants were concentrating on performing
the experiment, and to decide when it was appropriate to stop the training tasks and start the main tasks of the
experiment (more details below).

5.2.1 Training Tasks. The first training session took place in a city environment with no advice given. The goal of
this session was to practice staying in the lane, turning, maintaining a constant speed, recognizing traffic lights, and
stopping when needed. Side mirrors were also introduced. A navigation map with a destination was also suggested
and explained (see Figures 2 and 4). The second training session took place on a highway where participants practiced
overtaking. In this scenario, the TOA suggested to the participants whether they should slow down or try to overtake.
In this scenario, the notations of the possible advice were explained. The third training task took place in a city setting.
In this scenario, the TOA suggested to the participants when to stop in front of a traffic light. Again, the notation
of the stopping advice was explained. At the end of this scenario, the supervisor evaluated the participant’s driving
performance and, depending on the participant’s performance, decided whether to continue with the main experiment
or repeat one or more of the training sessions to improve the participant’s performance. The decision to repeat a
training session is made when there has been a red light violation and/or a collision and/or at least two lane violations.

5.2.2 Main Tasks. After the training sessions, the participants were given a total of 12 simulation tasks, which were
divided into two groups of 6. All overtaking tasks took place on a highway with 4 lanes. Traffic light scenarios took
place in a city and involved several traffic lights turning from green to red as the vehicle approached.

5.3 Experimental Procedure

The experiment was conducted at the lab one participant at a time. We first explained the procedure of the experiment
to the participant. The participant was then asked to complete an informed consent confirming that he/she was aware of
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the procedure and agreed to participate. The participant was then asked to fill out demographic information, information
about driving experience and habits, and information about experience playing simulation games.

After completing the pre-experiment questionnaires, participants were asked to complete the PVT test (we used
the online version in [21]), which measures reaction speed to visual stimuli. The results of the PVT test are related to
driving performance ( [2]). Participants were then given instructions on how to use the driving simulation and then
practiced driving in three simulation training tasks as listed above. When they felt ready, they took a driving test in the
simulation to verify that they could operate the car properly. During the test, the supervisor checked the following: The
participant is able to turn right and left, keep in lane while driving and turning, obey traffic signs and avoid collisions
with other vehicles and pedestrians, and reach the location on the navigation map. If the supervisor determined that
the participant could not operate the car properly, he or she was given more time to practice in the driving simulation
before proceeding to the next steps. Each participant completed 12 simulation tasks: 6 with the TOA and 6 without
the TOA. The order of the tasks was counterbalanced so that half of the participants (chosen randomly) completed
the first 6 tasks without the TOA followed by 6 tasks with the TOA, while half of the participants completed the tasks
the other way around. The first 3 tasks were always the overtaking scenario, while the next 3 tasks were the traffic
light scenarios. Once participants have completed the first set of 6 tasks, they are asked to complete the NASA-TLX
questionnaire ( [30]), which is a standard way to measure perceived workload. They then began the second set of 6
tasks. After completing the second set of tasks, participants were asked to fill out the NASA-TLX questionnaire again.

Finally, participants were asked to fill out a post-experiment questionnaire with three parts. The first part is about
the usefulness of the TOA in the overtaking scenario, the second part is about its usefulness in the red light scenario
and the last part contains some questions about both scenarios.

5.4 Data Analysis

We collected the logs provided by the CARLA simulation. Logs record the status of the system every 45 milliseconds.
We analyzed logs both for brake usage and collisions. We considered multiple collisions as one if they occurred
simultaneously, and split them into multiple collisions otherwise. We also wrote code to decide whether a red light
violation occurred in a frame based on the locations of the ego vehicles and the status of the traffic light. Finally, we
used the location of the ego-vehicle, its direction of travel, and the location of the traffic light to distinguish between
different red light violations.

We performed a 𝑡 − 𝑡𝑒𝑠𝑡 or similar statistical procedure for each of the measurements to test whether the difference
between each measurement with and without the TOA was significant.

5.4.1 Evaluate Overtaking Scenarios. To evaluate the participants’ performance in the overtaking scenarios, we first
summed up the number of collisions with and without the TOA. In addition, we measured how long (in seconds) the
brake was used and formed averages for the cases with and without the TOA.

To evaluate the safety and efficiency of each overtake, we assigned three human evaluators to watch the videos of
the scenarios and rate each overtake. Each evaluator watched the overtaking videos in random order and was asked to
rate each overtake on a scale of 1 − 7, indicating how safe and how efficient the overtaking was. The videos presented
to the taggers were presented without the advice notations. For each video and question, we averaged the ratings of the
three raters to obtain an average rating of safety and efficiency. Figure 5 shows the taggers’ interface.
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Fig. 5. Manual tagging interface as presented to taggers.

5.4.2 Evaluate Traffic Light Scenarios. The evaluation of the traffic light scenarios was completely automatic. We
counted the number of collisions and measured how long (in seconds) the brake was used and formed averages for the
cases with and without TOA. The detailed results are available in the next section.

6 USER STUDY RESULTS

We first present the performance measures both in the overtaking and the traffic light scenarios, followed by the
cognitive load and subjective results.

6.1 Performance measures

6.1.1 Overtaking Scenario. No difference was found when comparing the number of collisions. Overall, there was a
low number of collisions during the tasks: 15 collisions out of the 66 tasks with the TOA and 15 collisions in the 66
tasks without the TOA.

Two measures were proposed to examine the usefulness of the TOA in the overtaking scenario. The first is the use of
the vehicle brake. In this case, participants using the TOA used the brake for shorter periods of time (M=3.23 seconds,
SD=2.04 with the TOA and M=3.75 SD=1.98 without). A one-tailed t-test showed that this difference was significant
(𝑝 = 0.034). A lower number of brakes could indicate better speed planning and perhaps more efficient driving.

The second measure was the evaluators’ scores of safety and efficiency of the overtake. Results of our analysis
showed that the raters rated both safety (M=4.95, SD=1.64 with the TOA and M=4.73, SD=1.85 without the TOA) and
efficiency (M=5.12, SD=1.49 with the TOA and M=4.79, SD=1.57 without) higher with the TOA compared to without it.
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subscale Score with TOA Score without TOA 𝑃 (𝑇 <= 𝑡)
Effort 136.82 (122.34) 172.82 (126.61) 0.032

Frustration 81.73 (107.53) 134.5 (125.46) 0.005
Mental Demand 95.91 (74.09) 154.14 (137.79) 0.024
Performance 160.82 (115.06) 141.91 (138.00) 0.248

Temporal Demand 103.95 (102.95) 98.14 (95.35) 0.358
Table 3. TLX mean results (and STDEV) for the different subscales.

Cronbach’s alpha score is 0.78 for safety and 0.71 for efficiency. The difference in safety is not significant (𝑝 = 0.19)
while the difference in efficiency is significant (𝑝 = 0.036).

6.1.2 Traffic Light Scenarios. Analysis of the results revealed that significantly fewer red light violations were performed
when TOA was involved (M=0.18, SD=0.40) compared to when the TOA was not involved(M=0.82, SD=1.22). A one
tailed t-test was performed and verified that this difference is significant (p=0.005). In addition, participants used the
brake more often with the TOA (M=4.42 seconds, SD= 1.95 vs. M=3.53 seconds, SD=1.63), indicating that participants
were more cautious when an advice was given. However, the difference in braking behavior could be explained by
poorer planning when advice is present. A t-test on these results showed that the difference is significant (p=0.014).

6.2 Cognitive load

The mean value of NASA-TLX questionnaire data was significantly lower when TOA was involved (M=40.77,SD=22.1)
compared to without the TOA(M=47.55,SD=24.45), p=0.014.

The results for the subscales are presented in Table 3. The values when TOA is involved are lower for the effort,
frustration, and mental demand subscale and this difference is significant for these three subscales. For the performance
and temporal demand subscales, results were not significant. Physical demand was not measured because it was not
relevant in our simulation, which only required participants to use a computer with a keyboard and mouse. The
difference in TLX results indicate that the TOA does indeed help reduce operator workload.

6.3 Subjective Results

On average, subjective ratings indicate that participants thought the advice given by the TOA was good, helpful and
safe. As can be seen in Table 6, participants indicated that the TOA helped them understand the situation (3.91 on
average for the overtake scenario and 4.59 for the traffic light scenario on a 5-point Likert scale) and made a correct
decision (4.36, 4.68). In addition, most participants indicated that the advice was safe enough (3.5 and 3.82 on average).
As can be seen in Table 7, most participants also indicated that the system helped them react faster (average rating of
4.05) and that they would like to have such advice when driving (average 4.14).

7 DISCUSSION

We describe a method for developing an advisory agent for teledriving (TOA) and implement it in two scenarios:
overtaking a vehicle and stopping at a traffic light. The results of an experiment evaluating the advice in these two
scenarios show that the TOA is beneficial in reducing the operators’ workload and improving their performance.
Furthermore, most participants thought that the advice was useful and helpful for the teleoperation task.

14



Advice Provision in Teleoperation of Autonomous Vehicles IUI ’23, March 27–31, 2023, Sydney, NSW, Australia

Fig. 6. A survey on the overtaking scenario and the traffic light scenario.

Fig. 7. A general survey on the advisory system.

As we mentioned earlier, many advanced driver assistance systems (ADAS) warn drivers of certain dangerous events
(e.g., [58], [61]). However, these works focus on warning drivers of various hazards. In contrast, our system focuses on
helping drivers in decision-making which is much more challenging. The main reason is that it is difficult to model
people’s behavior and decisions (e.g., [36, 51, 52]) that are needed for advice provision. What can be helpful when
developing advice for teleoperators is the fact that it runs in centralized teleoperation centers. This can facilitate the
collection of teleoperators’ behavior data in a much easier way than when trying to collect data on actual human
drivers. Teleoperation centers can also use strong computational powers for the computations needed for providing
real-time advice that may not be available in regular cars.

Eriksson et al. [19] have shown that displaying advice to drivers while driving can help drivers’ performance.
However, they did not provide a general methodology for how to come up with the advice. The subjects in our study
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indicated that they would be happy to obtain such advice when driving regular cars. Thus, future work would examine
whether it is possible to use our method to provide such real-time in-vehicle advice while driving.

What could be helpful to solve the challenge of advising drivers located in their vehicles is the important outcome of
our advice provision methodology that allows considering only a small subset of the objects in the environment and
some of their properties, and there is no need to consider all of them.

Because centralized teleoperation centers have yet to be active, for this study, we collected data specifically for our
two implementation scenarios. Thus, the data we collected was insufficient to predict an appropriate score for achieving
each goal in a given action. Therefore, we had to define a set of rules that implicitly aimed at maximizing the score.
As more data on teleoperator behavior becomes available, we will be able to make more accurate and more realistic
predictions about the expected outcome of an action given a problem. We also hope to be able to build appropriate
machine-learning models and make more accurate predictions. In addition, with more data per teleoperator, we will be
able to better tailor and personalize recommendations to each teleoperator. As mentioned above, once teleoperation
centers are available, it will be possible to collect large amounts of data for this purpose.

The results from our user study show that the given advice reduced the overall perceived workload of the participants,
specifically reducing their effort, frustration, and mental demand. This is encouraging as a high cognitive workload is
one of the challenging factors in teledriving [59]. Supporting cognitive-demanding tasks such as overtaking [45] with
visual decision support aids may take some of the burdens off the driver. However, this should be done with caution.
Too many warnings and recommendations, as well as incorrect advice, can backfire and actually increase the driver’s
workload [47]. Thus both the accuracy of the advice and the number of recommendations should be carefully examined.

It is interesting to compare the two scenarios studied in terms of trust. One possible explanation for the fact that
the advice in the traffic light scenario was somewhat more successful than in the overtaking scenario is that in the
traffic light scenario, the reason for the advice is straightforward. It is just a matter of noticing the traffic light and
stopping accordingly. With overtaking, on the other hand, the goal of the advice is to tell the driver what to do in a
complex situation. This is less intuitive and more complex, and the reasons and validity of the advice (i.e., when to
perform an overtake) are not entir; new to the participant. Therefore, it is more difficult for the participant to simply
follow the advice. In addition, it is more difficult for the agent to model the overtaking scenario and therefore give
correct advice to the participant compared to the traffic light scenario. On the other hand, the need for advice in such
difficult situations might be greater. It might be interesting to investigate how to increase participants’ trust in the
agent’s advice and whether following the advice improves performance if the agent is trustworthy. One way to increase
trust might be to provide a confidence level in addition to the advice itself (see, e.g., Zhang et al. [66]). However, even if
this leads to an improvement, it could be problematic if it increases the teleoperator’s workload.

An advice agent faces similar problems to AV algorithms and many methods have been developed for tasks such as
overtaking and crossing intersections. However, it is somewhat more difficult to give advice to a teleoperator compared
to actually controlling an AV because the capabilities of the human operator are not always known and her actions
can be unexpected, whereas AVs are fully aware of their capabilities and performance. Moreover, there is a time lag
between giving advice and actually performing the advice, while an AV fully controls the start time of the activity. On
the other hand, the teleoperator is not obliged to accept the advice, thus providing an additional level of validation
for the decision. In teleoperation, the human teleoperator is accountable for the final decision, making the task of the
advising agent somewhat easier than that of the AVs.
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Finally, the timing of the advice seems to play an important role in its effectiveness. One direction for future research
is to examine exactly when advice should be given. To do so we may need to modify our model to account for more
than one unit of time at a time, as we do now.

7.1 Limitations

Our work has several limitations. First, in the current work, we have considered only two scenarios to examine general
provision of driving advice. Other scenarios which may present further challenges should be examined in the future.
Second, to evaluate the recommendations, we used a simple simulator setting rather than a real vehicle control stting in
a teleoperation center. Also, we used arrow keys for steering, which is different from other work that uses a steering
wheel (e.g., [59]). Since drivers are used to using a steering wheel for driving, we assume that teleoperator centers use a
steering wheel, at least initially. In addition, a teleoperator center might dedicate even more resources to emulate the
vehicle’s setting. For example, in a simulation, the participant does not feel the forces acting on the car and does not
hear external sounds. Better simulators (e.g., imposing forces) can possibly better resemble the remote driving scenario
and the cognitive efforts needed for such a task.

Third, our personalization approach and its effect is limited. This is because each participant went through very few
simulation tasks (6 overtaking tasks and 6 traffic light tasks). A higher number of tasks per participant could help us to
better tailor the system to each participant and provide better personalized advice.

Forth, as mentioned earlier, all simulation tasks were performed under good weather conditions and in daylight.
Driving in poor weather conditions and dark environments may require appropriate adjustment of the teleoperation
itself as well as the advising system parameters (See for example Graf and Hussmann [27]).

Finally, the current status of the teleoperator is not considered in our TOA. Some work in other areas of teleoperation
such as Jia et al. [31] and Singh et al. [54] consider questions about a teleoperator’s mental state, such as whether he/she
is tired and how much stress is present in the teleoperation center at the time of advising. Investigating the effect of
such questions on the teleoperator’s performance is relevant in our setting and may require adjusting the durations and
safety distances calculated in our setting.

8 CONCLUSIONS

Since AVs cannot be expected to handle all driving situations, at least not in the near future, teleoperation centers are
expected to remotely support AVs using teledriving. In this paper, we assume a model in which an AV sends a request for
intervention to a teleoperation center in a situation it cannot handle, after which a human operator remotely controls
the vehicle until the problematic situation is resolved. A major challenge with this model is that the teleoperator must
quickly take control of the vehicle, understand the situation, and remotely control the vehicle while keeping an eye on
the environment and the changing situation of the vehicle. To support the teleoperator in this challenging task and
reduce his or her cognitive load, we have developed a teleoperator assistance agent (TOA). The TOA uses parameters
from the remote environment, including parameters derived from common knowledge, as well as personalized and
adaptive parameters. It focuses only on relevant objects and parameters to work efficiently. The TOA was implemented
in two challenging driving scenarios: Overtaking a slow vehicle on a highway and crossing a signalized intersection
when the vehicle arrives just before the traffic light turns red. We conducted an experiment with human participants
to test the TOA in a simulation. Results indicate that the TOA significantly reduced the cognitive load of the human
participants and improved their performance in some areas: it reduced the use of brakes and improved the rated
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efficiency in the overtaking scenario and reduced the number of red light violations in the traffic light scenario. In
addition participants reported that they were satisfied with the teleoperation agent’s advice.
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