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Abstract

This paper addresses the challenges of computational ac-
countability in autonomous systems, particularly in Au-
tonomous Vehicles (AVs), where safety and efficiency often
conflict. We begin by examining current approaches such as
cost minimization, reward maximization, human-centered ap-
proaches, and ethical frameworks, noting their limitations ad-
dressing these challenges. Foreseeability is a central concept
in tort law that limits the accountability and legal liability of
an actor to a reasonable scope. Yet, current data-driven meth-
ods to determine foreseeability are rigid, ignore uncertainty,
and depend on simulation data. In this work, we advocate for
a new computational approach to establish foreseeability of
autonomous systems based on the legal “BPL” formula. We
provide open research challenges, using fully autonomous
vehicles as a motivating example, and call for researchers
to help autonomous systems make accountable decisions in
safety-critical scenarios.

1 Introduction
Imagine an autonomous vehicle (AV) detecting a pedestrian
walking in the same direction along the sidewalk with its ad-
vanced pedestrian movement prediction capabilities (Huang
et al. 2022). Now, the AV must decide whether to proceed
slowly behind the pedestrian, frequently stopping if it thinks
the pedestrian might step into the street, or pass the pedes-
trian quickly to minimize delays and enhance their safety,
risking a collision if the pedestrian suddenly enters the road.
What should the AV do in this critical scenario?

Many autonomous systems determine actions by mini-
mizing cost or maximizing reward (Silver et al. 2021; Wirth
et al. 2017). Yet, cost minimization may not always choose
an acceptable decision because of the possibility of inac-
tion (the AV incurs no cost by remaining stationary) and
the subjective nature of cost in critical situations (safety ver-
sus efficiency) if the reward system is poorly designed or
not well understood which is often true in complex critical
situations. Several projects, such as the Moral Machine Ex-
periment (Awad et al. 2018) and The Molly Problem (Gal
et al. 2020), use real human input to measure expectations
for accountable decisions in critical situations. Furthermore,
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works such as (Floridi and Cowls 2022) propose princi-
ples such as beneficence, non-maleficence, autonomy, jus-
tice, and explicability to guide system decision making. Yet,
the generation of these expectations and principles is often
contested, incoherent, situationally dependent, inconsequen-
tial, and difficult to implement in real-world systems (Munn
2023; Huang et al. 2022). Thus, current work has left a gap
between expectations and practical application in computa-
tional methods.

Although autonomous systems struggle to define accept-
able decisions in critical situations, the legal system has
well-established systems to ascertain reasonable decision-
making for human actors. Foreseeability is a central concept
in tort law that serves the essential purpose of limiting li-
ability to a reasonable scope in negligence liability (human
actors) (Zipursky 2009) and products liability (product man-
ufacturers) (Owen 2010). Generally, a person (or entity) can-
not be found negligent unless they either actually foresaw, or
a reasonable person similarly situated would have foreseen,
the risk of harm. Essentially, if an autonomous system is not
liable for its actions, it is deemed to have made a legally
acceptable choice. Thus, foreseeability can guide the deci-
sion making and evaluation of autonomous system actions
in critical situations.

Currently, manufacturers use data-driven bounds defined
by observed variables to assess system foreseeability for au-
tonomous systems. These bounds establish safe behavior:
if the system operates within them, events are considered
foreseeable (Intelligent Transportation Systems Committee
2022). Yet, this approach faces several issues: it is rigid,
ignores uncertainty, depends on simulation data, and dis-
regards subjective factors like human behavior. Thus, the
method does not effectively evaluate acceptable behaviors
in real-world scenarios, as the foreseeability envelope is far
narrower than the universe of computationally observable or
predictable events.

One dominant way courts assess reasonable foreseeability
is by using the “Hand formula” or “BPL” formula: Burden
< Probability × Loss (Posner 1972; Keating 2015; Selbst
2020). This formula considers three factors that are the prob-
ability of harm, the severity of potential harm, and the bur-
den of precautions to prevent harm. These values are gen-
erated by a hypothetical reasonable entity in the same situ-
ation as the actor in question. If the burden of precautions



is less than the probability of harm multiplied by the po-
tential loss caused by that harm, the situation is reasonably
foreseeable and the actor could be legally liable for caus-
ing that harm. How one calculates each of those BPL factors
has been the subject of much legal discourse (Gilles 2001;
Schwartz 1997; Simons 2001).

In this work, we advocate for a computational approach to
establish reasonable foreseeability for autonomous systems.
Our proposed approach begins by establishing a library of
scenario-based reasonable standards defining a set of ac-
ceptable behaviors reasonable for specific events to compare
against real-world actions. Foreseeability is calculated us-
ing values of burden, probability, and loss based on those
standards. We use a Society of Automotive Engineers level
5 (SAE International 2021) fully autonomous vehicle as a
motivating example throughout the paper. However, this ap-
proach can be generally applied to any autonomous system
where the system’s decisions are fully made without human
input.

For the rest of the paper, we will describe the proposed
computational foreseeability approach and outline open re-
search challenges, most of which require the advancement
of AI technologies. We call for researchers to address these
open challenges to better allow autonomous systems to make
accountable decisions in safety-critical scenarios.

2 Related Work
AI accountability and ethics. Autonomous systems have
several different approaches to make acceptable decisions
in critical situations (Huang et al. 2022). Some approaches
focus on fairness to minimize harm to various sub-groups
(Feuerriegel, Dolata, and Schwabe 2020; Caton and Haas
2024), while others prioritize explainability to understand
why decisions are made (Dwivedi et al. 2023). Other guiding
principles include autonomy, beneficence, non-maleficence,
justice, robustness, and privacy (Peters et al. 2020; Huang
et al. 2022), established by government or legal organiza-
tions, including the GDPR (European Union 2018) and EU
AI Act (European Parliament and Council of the European
Union 2024). Yet, these methods and principles are often
contested, incoherent, situationally dependent, inconsequen-
tial, and difficult to implement in real-world systems (Munn
2023; Huang et al. 2022). Thus, we suggest the use of the
objective ‘BPL” method to evaluate foreseeability.
Explainability for foreseeability. Explainable methods
such as feature relevance, contrastive explanations, and
counterfactual explanations can be used to determine fore-
seeability via causation (Fraser, Simcock, and Snoswell
2022). Feature relevance returns the most important features
and their weights in choosing an action (Lundberg and Lee
2017; Ribeiro, Singh, and Guestrin 2016; Selvaraju et al.
2017). Contrastive explanations explain why one action is
chosen over another (Stepin et al. 2021). Counterfactual ex-
planations highlight how a change in action occurs due to
a change in input (Wachter, Mittelstadt, and Russell 2017).
Yet, for all these explainable methods, the determination of
foreseeability is extremely subjective. Once causes are pre-
sented to the user, they must manually determine which ac-

tors are most responsible for those causes, and how to allo-
cate liability.
Data-driven bounds for foreseeability. Currently, data-
driven methods are used to determine foreseeability in au-
tonomous systems. Manufacturers define key variables (i.e.,
speed, location, etc.), running simulations of specific events
to generate values for those variables. If the AV operates
within these limits, events are deemed foreseeable because
the AVs behavior is considered safe (Intelligent Transporta-
tion Systems Committee 2022). Additional research aims
to improve foreseeability by expanding or tightening these
bounds using event distributions in real-world traffic data
(Nakamura et al. 2022; Muslim et al. 2023). However, the
use of data-driven bounds has several issues. First, they po-
tentially overlook foreseeable events, due to their reliance
solely on simulation data. Furthermore, subjective factors
(i.e., human behaviors, emotions) are often ignored due to
a lack of AV sensors. The generated bounds are also rigid,
categorizing events as foreseeable without considering un-
certainty or importance. Furthermore, the same bounds are
used for all events of the same type, which may not be ap-
propriate. Adjusting bounds based on event frequency rather
than importance may overlook critical but infrequent occur-
rences. We suggest the use of the “BPL” method instead of
data-driven bounds as it does not ignore unlikely significant
features and events.

3 Open Challenges
Our suggested method (using AVs as an example system)
uses reasonable AV standards to determine the burden, prob-
ability, and loss of a situation. Then, following the legally ac-
cepted formula, if burden is less than probability times loss,
the situation is foreseeable; otherwise, it is unforeseeable.
We can then present the ratio of burden to probability times
loss to suggest the amount of foreseeability. If the AV fol-
lowing the reasonable standards, with its appropriate behav-
ior, cannot handle a situation then the situation is deemed not
reasonably foreseeable for all AVs, absolving the real-world
AV of liability and marking its actions as acceptable in a
critical situation. We present the challenges for this method
below.

Figure 1: Running Example Scenarios. Scenario a depicts a
speeding AV in quiet neighborhood where a child runs into
the road after a ball. Scenario b shows the same scenario, but
the AV is traveling under the speed limit on a busy highway.

Example 1 Consider a scenario where a ball rolls into the
road in a quiet residential neighborhood, unexpectedly fol-
lowed by a child (Figure 1a). The AV chooses to continue



forward, hits the child, and kills him. Was this behavior ac-
ceptable? If there was no simulation data involving the event
(highly likely since the AV did not predict the child), then the
data-driven bounds method indicates that the situation was
unforeseeable. So, the AV’s choice was acceptable. However,
we know that this is untrue. All drivers should be able to an-
ticipate a child running after a ball in a residential neigh-
borhood.

Using the “BPL” method, we know that for a reasonable
AV, the expected loss should be high even if the actual AV
had no data on the event, because the magnitude of loss of a
child’s life is very high. Furthermore, the burden of precau-
tion for an AV is low. It could easily slow down or stop in
a quiet neighborhood. Therefore, the burden is significantly
outweighed by the probability times loss, making the situa-
tion foreseeable.

Figure 2: Map of open Challenges. These values are used to
generate foreseeability from the “BPL” formula.

3.1 Reasonable Standards
Related Work. Before we can calculate foreseeability, we
must generate a reasonable standard of behavior, as the val-
ues for foreseeability are based on the objectively reason-
able actor rather than on real-world actions. A naive ap-
proach, regarding AVs, may be to model and predict the
ordinary bounds of a human driver’s perception and judg-
ment before evaluating the system against a human’s capac-
ity. Using process-based safety and output regulation via hu-
man experts (Smith 2013), comparing individual accidents
to human behavior via statistical approaches for practical
accountability (Koopman and Widen 2023), and generating
milestones (e.g., miles driven) through human experts are all
human-based methods to evaluate AVs (Avary and Dawkins
2020).

Not only are human-centered standards vague, but com-
paring AVs to human drivers can be problematic. For in-
stance, during high-speed maneuvers, AVs have greater pre-
dictive capabilities. So, they may be more culpable for a re-
sulting accident due to their greater knowledge. Conversely,
in a situation where an AV must interpret social cues, for ex-
ample, a biker trying to make eye contact to cross the street,

the AV may struggle more than a human driver. Therefore,
comparing AVs directly to human drivers is not always ap-
propriate. So, we must generate a standard of reasonable AV
behavior, not a comparison to human driving.
Suggested Method. We recommend adapting scenario-
based verification to generate individual reasonable AV stan-
dards for specific settings. First, we maintain a library of
scenario-based standards defining a set of acceptable behav-
iors reasonable for specific events (e.g., lane change). Users
can choose from existing standards in the library or gener-
ate a new one for additional scenarios. When a new set of
standards is generated, an expert human (builder) builds a
scenario set (data set) based on the type of event, select-
ing relevant input factors (e.g., number of vehicles, speed,
weather, etc). Next, an expert human, or set of humans, (val-
idator) validates that the inputs (e.g., scenarios, factors, as-
sumptions, limits, etc.) are reasonable and complete for the
given event. It is reasonable for two cars to merge at the same
time during a highway lane change, for example, but not for
a plane to land on the highway. The AV system then selects
its actions in each scenario. If the AV’s actions under the
standards are deemed reasonable by the validator, then the
generation terminates. If not, then the validator contacts the
builder with any possible behavior issues or scenario gaps.
The builder then updates the standard scenarios and AV be-
havior until all reasonable behaviors are captured.
Challenges. Developing a set of reasonable standards has
several challenges. First, we must pinpoint critical scenarios
(e.g., most common, most harmful, etc.), as it is impossi-
ble to cover an infinite number of situations. If a scenario
or event type is needed, but not added in the initial library,
then it can be built and added at a later time. Achieving a
standard for all scenarios and event types is impossible as it
would mean having a perfect AV, leaving no need for further
research in this field.

Next, we must determine efficient scenario construction
methods. The use of a human expert (builder) is possible
but challenging as the number of scenarios and factors in-
creases. Therefore, we recommend an automated generation
system based on large language models using reported ac-
cidents, insurance claims, and legal cases supervised by a
human validation expert. Still, this system must address rel-
evance and scalability issues.

After generating scenarios, we convert the reasonable
standards into a usable model to determine our values. Be-
fore addressing the question of what methods should be used
(i.e. simulations, rule-based, etc.), we must understand how
to use the scenarios themselves. Should all the scenarios be
used or should we use only a subset of those possible? What
subset should be used for testing and evaluation? Should we
use only the most important time points in the scenarios?
Can we generate equivalent scenarios and how many sce-
narios do we need in total?

Lastly, we must determine a way to evaluate the standard
as reasonable. As the reasonable standards are of a reason-
able AV, we cannot compare them to a human driver. How-
ever, asking human drivers to evaluate the given standard
may result in a comparison to their own behavior. So, we
must find a way to ensure that any behavior selected as rea-



sonable is accepted for a given AV. Furthermore, we must
ensure that some reasonable behavior is selected as it could
be possible no reasonable behavior can be agreed upon.

Example 2 Let us assume a speeding AV is in an accident
in a quiet residential neighborhood where a child runs after
a ball into the road (Figure 1a). Reasonably, an AV should
not speed in a residential neighborhood as it can cause a
significant amount of danger to itself and to nearby persons
and property, but it may learn to speed if told to prioritize
travel time. Yet, questions remain regarding the AV’s behav-
ior, such as how closely should the AV obey the speed limit,
or how quickly should the AV stop once the ball or child is
seen.

Let us assume an AV is involved in the same accident but
on a busy highway (1b). A reasonable AV may slow down
when a ball or child is seen on the side of the highway, but
it may not be possible to travel slowly enough (or to stop) to
ensure the child’s safety due to the busy flow of other traffic
and the need to protect its passengers from danger (e.g., tail-
gating, sideswiping, etc.). So, further discussion is needed
here as well regarding the AV’s reasonable behavior.

3.2 Burden
Related Work. The calculation of burden is closely linked
to current methods for the evaluation of cost such as op-
portunity cost (Buchanan 1991) and multi-objective opti-
mization (Gunantara 2018), which compare the trade-off be-
tween different choices for an agent. The survey (Wang et al.
2020) describes various methods for measuring the costs of
actions in autonomous systems. Our suggested burden rep-
resents the difference between the real expected reward (or
cost) and the reward (or cost) that should have been expected
when acting reasonably. It is important to note even a rea-
sonable AV may be unable to avoid all losses. In such cases,
a low burden may suggest accepting minor losses, while a
high burden may indicate an unforeseeable outcome.
Suggested Method. Burden refers to the cost incurred by
the AV to prevent a situation, involving the reasonable AV
standards, the real-world AV model, and the available situ-
ation data. We suggest the following method for calculating
the burden for the given situation. From the determined sit-
uation start, we isolate the agent’s optimal chain of actions
(or path) from the real-world AV’s policy and reward struc-
ture leading to the situation, generating a maximum cumu-
lative expected reward. This reward represents the reward
the AV expected to receive. Next, we isolate the optimal
chain of actions (or path) from the reasonable AV standards
for the given situation, generating a second maximum cu-
mulative expected reward. This represents the path that the
real-world AV should have taken and the reward it should
have received regardless of its training. Finally, subtract the
real-world AV’s maximum reward from the reasonable AV’s
maximum reward to compute the burden of the untaken pre-
caution.
Challenges. Calculating burden has several challenges.
First, generating expected cumulative rewards from the
given models for the needed paths is difficult due to the infi-
nite number of factor combinations, the possibility of uncer-

tainty (e.g., other road users, weather, etc.), and the black-
box nature of the models. Furthermore, the evaluation of re-
wards involves a combination of many different factors (e.g.,
time, safety, comfort, efficiency, etc.). So, the most appropri-
ate factors need to be chosen for the given AV and situation.

Additionally, this expected reward lies in generating the
optimal actions for the real-world AV which may be subjec-
tive and unclear before (or even after) the situation occurs.
To generate the optimal actions, explainability methods such
as contrastive or counterfactual explanations (Stepin et al.
2021; Wachter, Mittelstadt, and Russell 2017) may be used,
exploring why one behavior occurs over another or how
changes in output occur based on a behavior change.

Finally, the burden equation remains in question. Our sug-
gested method is based on opportunity cost (i.e., the loss
of reward from one action when another action is chosen)
(Buchanan 1991), comparing the best two paths for the
available models. However, it may be more appropriate to
use the expected reward from the average of all possible
paths, the expected reward from the worst possible paths, or
another method entirely. Furthermore, we need to consider
not just the explicit costs to the AV which it can measure
using its sensors (e.g., time to reach the AV’s destination),
but also implicit or outside costs (e.g., depreciation of the
vehicle) which can be difficult to capture. Overall, further
exploration is needed.

Example 3 Looking at Table 1, for our neighborhood sce-
nario, we find the generated burden is quite small. The real-
world AV determines the original cost of the scenario to
be 9,000 due to travel time and safety requirements. How-
ever, the reasonable AV suggests slowing down and stop-
ping abruptly when the ball is seen, prioritizing the child’s
safety over completion time, passenger comfort, and effi-
ciency. This increases the cost to 37,000. So, the overall
burden is 28,000. For our highway scenario, the burden is
significantly larger. The real-world AV determines the cost
of the scenario to be 36,000. Yet, stopping abruptly on the
highway could cause a slight delay in time, comfort, and ef-
ficiency, but it will also cause the following vehicle to rear-
end the AV, potentially causing injury or death of its pas-
sengers. The potential of serious injury or death increases
the cost significantly to 1,914,000. So, the overall burden is
1,878,000.

3.3 Probability
Related Work. Methods to generate probability are well de-
fined. Scene-graphs (Malawade et al. 2022), LSTMs (Zhang
and Abdel-Aty 2022), decision trees/random forests (Nahata
et al. 2021), MDPs (Althoff, Stursberg, and Buss 2009), and
model predictive control (Wang et al. 2019) have all been
used to predict the probability of AV accidents. Furthermore,
surveys like (Huang et al. 2022) provide further methods
for probability generation such as physics models, Monte
Carlo methods, machine learning, deep learning, and rein-
forcement learning.
Suggested Method. Probability determines the likelihood
of the situation using the reasonable AV standards and the
situation data from the real-world AV. To generate proba-



Neighborhood Highway
Burden |-9,000 - (-37,000)| = 28,000 |-36,000 - (-1,914,000)| = 1,878,000

Probability

1 second - Fatal Injury (100%)
2 seconds - Fatal Injury (80%), Serious Injury (20%)
3 seconds - Fatal Injury (60%), Serious Injury (25%), No Accident (15%)
4 seconds - No Accident (100%)

1 second - Fatal Injury (100%)
2 seconds - Fatal Injury (45%), Serious Injury (15%), No Accident (40%)
3 seconds - Fatal Injury (20%), No Accident (80%)
4 seconds - No Accident (100%)

Loss (0.15 * 7,100) + (0.25 * 162,000) + (0.6 * 1,869,000) = 1,162,965 (0.4 * 7,100) + (0.15 * 162,000) + (0.45 * 1,869,000) = 868,190
Foreseeability 28,000 < 1,162,965 → True → Foreseeable 1,878,000 < 868,190 → False → Unforeseeable

Table 1: Calculations of burden, probability, loss, and foreseeability for running example scenarios shown in Figure 1.

bility, we must first determine the situation start state and
situation length from the real-world situation data. Then, we
determine all reachable states within the situation length and
calculate the probability of reaching a failure state within the
generated paths for the reasonable AV.
Challenges. However, generating probability for foresee-
ability presents several specific challenges. First, we must
determine the best way to generate the probability output.
Should we use historical data, simulations, and frequency
counting from the exact given situation, or a more complex
neural network such as an LSTM? We must compare the cur-
rent state-of-the-art methods in collaboration with AV and
legal experts.

Second, we must determine the actual start state for pre-
diction from the larger collection of AV data. Event data
recorders (black boxes) may record different variables at dif-
ferent rates depending on vehicle sensors (Chidester, Hinch,
and Roston 2001). So, we must determine when to gener-
ate our probability value (e.g., when the AV is turned on,
average black box recording, when the AV still has time to
act, etc.). Determining this “zone of potential” is essential,
a gray area between extremes where the AV can potentially
prevent the situation. The zone must not be so early that the
AV cannot accurately predict the possibility of a situation,
but not so late that the AV cannot do anything to prevent the
situation. This “zone of potential” must be set for each AV
and situation.

Conversely, we can show how probability and foresee-
ability change as the AV makes decisions over time. Yet,
we must decide when and how often foreseeability is calcu-
lated. Furthermore, we must determine how to present this
information to the user efficiently and understandably.

Finally, we must determine any limits or uncertainty in the
generated probability. We may want to limit actions, paths,
or factors in our probability generation if they are too dis-
tant from the original situation, or irrelevant to its outcomes.
As the situation may change over time, we must constantly
manage the influence of these limits. Furthermore, we must
account for any relevant uncertainty. Specifically, changes
in environmental factors that are possible but uncontrollable
(e.g., other aggressive drivers, weather, etc.). By developing
a set of diverse, but relevant actions, paths, and factors, the
method can come to a more accurate probability of situation
outcomes.

Example 4 Returning to our example, running our proba-
bility algorithm yields results for seconds before the acci-
dent shown in Table 1. In the neighborhood scenario, we

choose to generate probability three seconds before the ac-
cident as four seconds prior the AV cannot predict the ac-
cident, and two seconds prior it cannot avoid it. For our
highway example, we select to generate our probability two
seconds before the accident as it represents the last moment
the accident could be avoided once its possibility is detected.
Four seconds prior the AV does not predict the accident as
the ball is not seen. Three seconds prior the AV sees the ball
but does not predict an accident as the ball could have come
from the car in front of the AV. A child is unlikely. One second
before, the accident is unavoidable.

3.4 Loss
Related Work. Loss can be determined from several differ-
ent sources, such as evaluations of tort law (Sugarman 2015;
Avraham 2006), state and federal payment caps (Legal In-
formation Institute 1999), legal cases (CBS News 2021), in-
surance payouts (Insurance Information Institute 2022), and
cost analysis from data surveys (National Safety Council
2022). However, no one source is better than another as it is
very difficult to place a value on human life, damage, pain,
and suffering. Domain experts must choose the best loss es-
timate based on individual autonomous systems and situa-
tions.
Suggested Method. Loss represents the amount of harm or
damage that a situation causes. We can generate loss us-
ing real-world situation data and data regarding insurance
or legal case payouts. We suggest using insurance or legal
case data to create a table of costs (e.g., financial, physi-
cal, emotional, etc.) per outcome. For each possible situa-
tion outcome, we determine a matching table entry and pull
the cost value. The combined loss and probability are then
determined by multiplying the cost by the probability of the
outcome. Adding these products together results in the total
combined probability and loss.
Challenges. Domain experts must answer questions such as
whether all situations of a similar type should be evaluated
for the same loss, whether loss should be weighted based
on situational factors, and whether loss should contain only
easily measured objective loss for the AV or should include
subjective loss as well.

Relatedly, how should loss be estimated for nontrivial sit-
uations? If there is an exact match in the generated table
(common situation type), then it can be retrieved. However,
for more unique and complex situations, an estimation of
more general loss from known insurance or legal data is
needed.



Example 5 For our running example, we will use the Na-
tional Safety Council (NSC) average economic cost of motor
vehicle crashes by injury severity (National Safety Council
2022). According to the NSC, fatal injuries cost $1,869,000,
serious injuries cost $162,000, minor injuries cost $42,000,
possible injuries cost $26,000, and no injury costs $7,100.
Table 1 shows the calculation of loss for both examples.

3.5 Foreseeability

Suggested Method. As a matter of law, reasonable foresee-
ability is determined based on the “BPL” formula. Here, we
compare the total combined probability and loss to the bur-
den. If the burden is lower than the combined probability
and loss, then the situation is reasonably foreseeable; other-
wise, it is not. We can also compare the ratio of the combined
probability and loss to the burden to get an understanding of
how foreseeable or unforeseeable the situation is.
Challenges. It still can be challenging to determine foresee-
ability even with the values of burden, probability, and loss
already determined. First, we must make sure that the values
are normalized so that they can be accurately compared. For
example, linking the cost of loss with the reward structure in
the generation of burden ensures a 1-to-1 comparison. Pro-
viding users with information on how these values were cal-
culated is crucial for an effective understanding of resulting
foreseeability.

We must consider the temporality of the given situation. If
generating foreseeability over time, we need to decide how
often to calculate it and how to present changes understand-
ably. However, when regarding foreseeability as a whole, not
just probability, we must consider how our choice of “zone
of potential” will influence the values of burden, probabil-
ity, and loss. For example, four seconds before the situation,
the AV may predict a lower probability of the situation com-
pared to three seconds prior, but there will likely be less bur-
den on the AV to prevent the situation and less potential loss
if better actions are chosen earlier on. So, when the values
are calculated, they must be weighted appropriately to gen-
erate an accurate estimate of foreseeability.

Finally, we need to know when to calculate foreseeability.
Should it be event-driven (when a situation occurs) or pe-
riodical (consistent over time)? This choice may depend on
the automation level of the AV, user preference, and situa-
tion type. However, care should be taken not to overwhelm
the user, the AV, or the system.

Example 6 Comparing our generated values found in Ta-
ble 1, we find our neighborhood scenario reasonably fore-
seeable. This is expected since the AV can avoid the accident
by just being more cautious and slowing down. However, the
highway scenario is not reasonably foreseeable, due to the
lower probability of the accident (a child running onto the
highway is less likely than a neighborhood street) and the
high burden (due to traffic, slowing down quickly will cause
further accidents and the passenger’s death). Thus, the AV
in the neighborhood scenario makes an unacceptable de-
cision, whereas the AV in the highway scenario makes an
acceptable one.

4 Advancing Towards Real-World Solutions
We now present barriers to advancing research on foresee-
ability implementation and utilization in real-world systems.
Data. There is a lack of crucial data to determine fore-
seeability. While some data exists for AVs and other au-
tonomous systems, such as (Chen et al. 2024; Agarwal et al.
2020), which can be used to predict situational outcomes,
this data lacks features and labeling needed for foresee-
ability. However, how should these annotations occur? Who
should provide them? How do we resolve any labeling con-
flicts due to disparate opinions on foreseeability? Finally, the
large number of possible complex critical scenarios makes
compiling a comprehensive data set difficult. Yet, it is pos-
sible to utilize datasets of manual vehicle accidents (e.g.,
(Moosavi et al. 2019a,b)) to generate additional examples
for autonomous vehicles by simulating AV behavior based
on the scenarios in the dataset. So, we must collaborate with
autonomous system manufacturers and legal experts to col-
lect quality data.
Methodology. Although there has been significant growth
in methods for developing autonomous systems, the context
of foreseeability has several distinct challenges. Due to sit-
uational complexity, selecting a relevant subset of factors to
determine foreseeability may be difficult, especially when
subjective or situational factors are present. Furthermore, the
complexity could lead to a large number of parameters that
must be selected and optimized. Specific domain knowledge
may also be needed to address these problems and identify
issues or biases with produced methods. Finally, what kinds
of current methods should be used? Models such as LSTMs
(Zhang and Abdel-Aty 2022) and LLMs (Cui et al. 2024)
could both be used to analyze case descriptions or environ-
mental pictures (i.e., traffic cameras) to produce “BPL” val-
ues. However, each method must be analyzed and tested for
possible effectiveness, complications, and drawbacks.
Evaluation. Finally, we must produce a complete and ef-
fective evaluation framework. Due to the lack of data, any
computational evaluation of generated methods suffers from
an unknown ground truth. Furthermore, when data is pro-
duced, limited examples would be available for evaluation
due to the small number of reported accidents involving au-
tonomous systems (Wansley 2021; Waymo 2024) and cur-
rent lack of standardization and implementation of AI regu-
lation (Munn 2023). Evaluation with real-world users faces
similar problems. Which test groups should be used (e.g.,
legal professionals, AV experts), if each group has its own
opinion of acceptable behavior? Furthermore, motivating
and ensuring users evaluate systems without bias towards
human actions is difficult.

5 Conclusion
Overall, we call for the establishment of a computational
foreseeability framework to guide the evaluation of au-
tonomous system decision making in critical situations. We
call for researchers to answer these open challenges to im-
prove autonomous systems, as the extension of current work
can build a basis for safe, responsible use of these technolo-
gies.
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