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1 Overview

Recently, encouraging progress has been made in
integrating independent components in complete agents for
red-world environments. While such systems demonstrate
component integration, they often do not explicitly utilize
synergistic interadions, which alow ead component to
function beyond its original capabilities becaise of the
presence of other components. This abstrad presents an
implemented illustration of such explicit component
synergy and its usefulness in dynamic multi-agent
environments. In such environments, agents often have
threeimportant abiliti es: (a) coll aboration with other agents
(teamwork), (b) monitoring the aent’'s own progress
(exeaution monitoring), and (c) modeling other agents
beli efs/goals (agent-modeling). Generally, these capabiliti es
are independently developed, and are integrated in a singe
system such that eadh component operates independently of
the others, e.g., monitoring techniques do not take into
account the modeled plans of other agents, etc.

In contrast, we highlight a synergy between these three
agent components that results in significant improvement in
cgoabilities of eah component: (@) The llaboration
component constrains the seach space for the ayent-
modeling component via maintenance of mutual beliefs and
fadlitates better modeling, (b) the modeling and
collaboration components enable SOCFAD (Socid
Comparison for Failure Detedion), a novel exeaution
monitoring technique which uses other agents to deted and
diagnose failures (the focus of this abstrad), and (c) the
monitoring component, using SOCFAD, deteds failures in
individual performance that affed coordination, and all ows
the collaboration component to replan.

SOCFAD addresses the well known problem of agent
exeaution monitoring in complex dynamic environments,

eg., [4]. This problem is exaceabated in multi-agent
environments due to the alded requirements for
coordination. The complexity and unpredictability of these
environments causes an explosion of dtate space
complexity, which inhibits the aility of any designer to
enumerate the @rred response in ead possble state in
advance. For instance it is generaly difficult to predict
when communication message will get lost, sensors return
unreliable aswers, etc. The ayents are therefore presented
with countless oppatunities for failure, and must
autonomously detect them and recover.

To deted fail ures, an agent must have information about
the ided behavior expeded o it. Thisided is compared to
the aent's adual behavior to deted discrepancies
indicaing possble failure. Previous approaches to this
problem (e.g., [4]) have focused on the designer or planner
supplying the aent with redundant information, either in
the form of explicitly spedfied exeaution-monitoring
conditions, or amodel of the agent itself which may be used
for comparison. While powerful in themselves, these
approaches have limitations which render them insufficient
in dynamic multi-agent environments: (a) They fail to take
into acoount information from sensors that monitor other
agents, and are thus lessrobust. For example, a driver may
not see an ohstade on the road, but if she sees another car
swerve, she ca infer the presence of the obstade; (b)
Monitoring conditi ons on agent behavior can be toorigid in
highly dynamic environments, as agents must often adjust
their behavior flexibly to respond to adual circumstances,
and (c) Both approaches require the designer to supply
redundant information, which entails further work for the
designer, and encounters difficulties in scding yp to more
complex domains.

We propose anovel complementary approac to failure
detedion and recovery, which is unique to multi-agent
settings. This approach, SOCFAD, isinspired by ideas from
Social Comparison Theory [1], a theory from socia
psychology. The key ideain SOCFAD is that agents use
other agents as information sources on the situation and the
ided behavior. The aents compare their own behavior,
beliefs, goals, and plans to those of other agents, in order to
deted failures and corred their behavior. The agents do not
necessrily adapt the other agents' beliefs, but can reason
about the differences in belief and behavior, and draw



useful conclusions regarding the @rredness of their own
adions. This approach aleviates the problems described
above: (a) It all ows relevant information to be inferred from
other agents' behavior and used to complement the agent’s
own erroneous perceptions, (b) It alows for flexibility in
monitoring, since the flexible behavior of other agents is
used as an ided, and (c) It doesn't require the designer to
provide the aent with redundant information, utilizing
instead other agents as information sources.

Teanwork or collaboration is ubiquitous in multi-agent
domains. An important issue in SOCFAD is that the ggents
being compared should be socially similar to vyield
meaningful differences. By exploiting the synergy with the
collaboration component, SOCFAD constrains the seach
for socialy-similar agents to team-members only.
Furthermore, the llaboration component is able to
provide SOCFAD with guarantees on other agents
behaviors (through mutual beliefs) which are exploited to
generate wnfidence in any deteded fail ures. By exploiting
the aent-modeling component's cgpadty to infer team
members goals, SOCFAD enables efficient comparison
without significant communication overhead.

Knowledge of other agents can be mmmunicated.
However, such communicaion is often impradicd given
costs, risk in hogtile territories, and unreliability in
uncertain settings. Our implementation of SOCFAD relies
instead on the aent modeling component that infers an
agent's beliefs, goals, and plans from its observable
behavior and surroundings for comparison.

2 Implementation

Our agents design is based on readive plans (operators)
[1], which form hierarchies that control ead agent. The
design implements an domain-independent explicit model
of teamwork [3]. Operators may be team operators (shared
by the team) or individual (spedfic to one aent). Tean
operators achieve and maintain joint goals, and require
coordination with the other members of the team as part of
their application.

We use the RESCiean [2] agent-modeling technique to
infer the operator-hierarchies of other agents in the team
from their observable adions. The ayent therefore has
unified representation of its own plans and those of its
team-mates. The comparison processis smply comparing
the operatorsin egual depths of the hierarchies belonging to
the agent and its social role models.

Explicit tean operators form the basis for teanwork,
requiring mutual belief on the part of the tean members as
a ondition for the establishment, and termination of tean
operators. At the tean level, members are maximally
socialy similar, requiring that identicd plans be exeauting.

Any difference in tean operators between agents in a team

is therefore a certain sign of failure, regardless of its cause.

In service of team operators, different agents may work
on different individual operators. These do not cary with
them the responsibilities for mutual belief that team
operators do, and so dfferences in individual operators are
not sure signs of falure, but at best indicaions of the
possbhility. We therefore require alditional information
about the aent’'s role and status which can help in
determining whether the difference is justified or not..
Differences with agents of similar role or status have

greater weight in our confidence that a failure has occurred.

3 An Example: SOCFAD at Work

Our applicaion domain involves developing pil ot agents in
a multi-agent battlefield simulation--dynamic, complex and
rich in detaill. Here, agents encounter never-ending
oppatunities for failure. For example, a tean of three
heli copters arrives at a spedfied landmark position. Upon
detedion of the landmark, they are to jointly switch from a
“fly-flight-plan” plan to a“wait-at-point” plan, in which one
of the team-members, whose role is that of a scout, is to
continue forward towards the enemy, while its teanmates
(attackers) wait for its return. Due to unanticipated sensory
failure, one atadker does not deted the landmark at the
waiting point. Without SOCFAD running, instead of
waiting behind, the miscoordinating agent would continue
to fly forward with the scout, leaving the other attadker
behind. However, with SOCFAD running, the
miscoordinating agent infers (through agent modeling) that
the other agents are exeauting the “wait-at-point” plan and
deteds a discrepancy with its own tean plan of “fly flight
plan”. It then infers (by abduction) that the other agents
have deteded the landmark, even though its own sensors
didn't. By adopting this belief, it remvers and re-
establishes coordination with the team.
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