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Abstract. Utilizing remote color stereoscopic scenes typically requires
the acquisition, transmission, and processing of two color images. How-
ever, the amount of information transmitted and processed is large, com-
pared to either monocular images or monochrome stereo images. Exist-
ing approaches to this challenge focus on compression and optimization.
This paper introduces an innovative complementary approach to the pre-
sentation of a color stereoscopic scene, specialized for human percep-
tion. It relies on the hypothesis that a stereo pair consisting of one mono-
chromatic image and one color image �a MIX stereo pair� will be
perceived by a human observer as a 3-D color scene. Taking advantage
of color redundancy, this presentation of a monochromatic-color pair al-
lows for a drastic reduction in the required bandwidth, even before any
compression method is employed. Herein we describe controlled psy-
chophysical experiments on up to 15 subjects. These experiments tested
both color and depth perception using various combinations of color and
monochromatic images. The results show that subjects perceived 3-D
color images even when they were presented with only one color image
in a stereoscopic pair, with no depth perception degradation and only
limited color degradation. This confirms the hypothesis and validates the
new approach. © 2007 Society of Photo-Optical Instrumentation Engineers.
�DOI: 10.1117/1.2772235�

Subject terms: stereoscopic image compression; video bandwidth reduction; bin-
ocular vision; stereopsis; color perception; depth perception.
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Introduction

olor and depth perception are important capabilities in
veryday human activities and in many applications requir-
ng human supervision or control. Both properties, color
nd stereoscopic perception, are of significance. Binocular
stereoscopic� vision provides us with the ability to deter-
ine the 3-D structure and the relative and absolute dis-

ance of objects present in our field of view �FOV�. Color
erception allows segmentation and evaluation of the per-
eived objects.

Stereopsis, which is perhaps the most important mecha-
ism of depth perception, depends on the use of both eyes.
wo disparate images �via the two eyes� are presented to

he brain and combined into a single image that yields ste-
eoscopic depth perception. Although many of the cues
sed to judge depth involve only one eye �viz., relative
ize, parallax, texture, interposition, relative position, linear
erspective, shadows�, these monocular depth cues result in
ess depth-estimation accuracy than disparity, which can
nly be obtained from binocular vision. Thus, by using bin-
cular disparity information, humans are able to make fine
epth judgments that they cannot make when using just one
ye.1

Color is additionally important in many applications of
-D imaging.2,3 Color is used in segmenting the images,
llowing the viewer to distinguish between objects in the
091-3286/2007/$25.00 © 2007 SPIE

ptical Engineering 087003-
image and between objects and their background. It is also
important in distinguishing types of objects or their status
�e.g., in medical applications�.

Unfortunately, color stereo imaging requires large ca-
pacity of the transmission channel. Some approaches to this
challenge focus on compression and optimization of both
images by various means.4–7 Other approaches exploit the
fact that the left and right images differ only in small areas,
and thus improved compression can be achieved by taking
advantage of the redundancies in the stereo pair. These
techniques often rely on disparity compensation,8,9 a pro-
cess that can be computationally complex. Nearly all of the
techniques used for stereo compression assume at least two
cameras that yield similar chromatic information. Section 2
includes a review of related work.

This paper evaluates a novel complementary approach in
which a single color image is combined with a single
monochromatic �grayscale� image. It relies on the hypoth-
esis that the sophisticated human visual perception system
will fuse the two images that differ in chromatic content
into one perceived color stereoscopic image. Thus, it is
specifically targeted towards human perception. Using this
approach, bandwidth requirements may be reduced even
before any compression technique is applied.

We experimentally validate the hypothesis by conduct-
ing a set of experiments with human subjects, evaluating
their perception of depth and color in stereoscopic images

generated from color-color pairs, color-gray pairs �MIX�,
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nd gray-gray pairs. The image pairs were presented via
ither a stereoscope or a head-mounted display.

This paper is organized as follows. Section 2 discusses
elated work and motivation for the approach. The experi-
ental procedure designed to test the proposed approach is

escribed in Sec. 3. The experimental results are presented
n Sec. 4. We discuss the implications of the results in Sec.
. Section 6 concludes and outlines future work.

Background and Motivation
olor and depth are both important in real-world applica-

ions. Batavia and Singh2 describe an obstacle detection
ethodology for robotics, which combines two comple-
entary vision-based methods: color segmentation and

tereo-based color homography. Siegal and Akiya3 present
methodology of obstacle detection in autonomous robot-

ncorporated systems, based on color and stereo segmenta-
ions. Depth and color are tightly coupled also in computer
ision applications such as tracking multiple 3-D moving
bjects �e.g., cars, humans�.10,11 For instance, Darrell
t al.12 combined depth from stereo with skin color and face
etection in order to track moving people.

Drascic and Grodski13 show that the addition of a third
imension to displays in human remote-controlled teleop-
ration improves the decision-making capabilities of the
perator, while adding color improves the operator’s recog-
ition and obstacle detection performance. An integration
f two detection methodologies, one using color segmenta-
ion and the other depth from stereo, enhances the effi-
iency of both.

A stereo pair can be produced from nearly any kind of
amera �still or video, digital or analog, color or mono-
hrome� and viewed in a variety of displays. In order to
cquire the stereo pair to be viewed in a stereoscopic dis-
lay system, the system needs to mimic the views seen by
he two eyes, thus requiring that two horizontally displaced
ameras be used. The principles are the same whether video
ameras or still images are being used. The stereoscopic
isplay system presents the left and right perspective sepa-
ately to each eye. These images can be viewed in a variety
f techniques, from a simple computer monitor with active
hutter glasses that sequentially blocks one eye from view-
ng the monitor while the other eye’s image is displayed, to
ore sophisticated head-mounted displays �HMDs�, where

ach eye has its own screen. These recent developments
llow the addition of 3-D realism to 2-D displays.

However, color stereoscopic imaging comes at the cost
f increasing the raw data to be transmitted in the channel
etween the two color cameras and the displays. An addi-
ional cost factor is the need for placing two full-resolution
olor cameras at the sensing end of the device.

Two of the most important parameters in the design of a
tereoscopic device are the memory size and transmission
hannel capacity necessary for the storage and transfer of
he stereoscopic images. Thus, much research effort today
s dedicated to the optimization and compression of a ste-
eoscopic image, and this has led to the proposal of various
ompression schemes for stereo images and stereo video
treams.

Various monoscopic image-compression approaches
ave been developed, and are continually refined and im-

14
roved �e.g., the JPEG family of compression standards �.

ptical Engineering 087003-
However, while these methods can successfully reduce the
bandwidth requirements of each channel, they fail to take
advantage of the large redundancy in stereoscopic imaging
due to the fact that both channels contain information about
the same objects, albeit taken from slightly different per-
spectives.

Information about the disparity between the channels—
the amount of shift one needs to perform on the pixels
within one image �target� to locate the corresponding pixels
in the other image �reference�—can be used to further re-
duce the combined bandwidth requirements of the two
channels. This redundancy of information between the two
images was already noticed by Yaroslavsky more than
20 years ago.15 Today, many stereo compression schemes
utilize the correlation between the two stereo images, the
inter frame redundancy.7,16 These methods exploit the re-
dundancy between the two images by using disparity-
compensated prediction. Such predictions depend on esti-
mating the magnitude and direction of the disparity.

Several stereo compression methods have been devel-
oped based on the concept of disparity estimation. Lukacs17

takes advantage of the binocular redundancy by using a
pixel-based stereo disparity. However, most of the com-
pression techniques use fixed block-size based disparity es-
timation schemes.

Woo and Ortegs7,9 use a block-based disparity estima-
tion method rather than estimation based on pixel or fea-
ture, and claim it to be simpler and more effective to
implement.18 Whereas Woo and Ortega7 estimate disparity
based on a small block, Sethuraman et al.4–6 present meth-
ods for stereo compression based on the concept of multi-
resolution disparity estimation. A single image and a dis-
parity map are used to synthesize a second image for the
stereoscopic pair. Other methods for the compression of a
stereoscopic image apply different compression strategies
to each of the images separately, while using information
about the disparity between the channels.

In fact, any of the techniques used in motion compensa-
tion �for example, MPEG,19,20 which works at a block
level� are applicable to disparity estimation.8 The disparity-
estimation/disparity-compensation approach resembles
motion-estimation/motion-compensation methods, which
are popular for video coding. Intraframe redundancy can be
found as well between any two sequential image frames or
between left and right 3-D stereoscopic image pairs and can
be used in order to achieve significant data compression.21

Kim et al.22 suggest a scheme for high-resolution 3-D
stereoscopy via monoscopic HDTV bandwidth, using three
cameras. They use a monoscopic color camera to construct
the main stream, and two monochromatic low-resolution
cameras to create a disparity map. The compressed dispar-
ity map is transmitted as a low-bandwidth auxiliary stream,
and a synthesized color pair is computed on the receiver
end using the main and auxiliary streams. However, this
method requires three synchronized cameras.

While the preceding methods take advantage of the spa-
tial similarity between the stereo images, other methods23

use frequency as the basis for compression, without relying
on any complex calculation of disparity compensation.

Other investigators have suggested relying on the versa-
tile capabilities of the human visual system to further re-

duce the bandwidth requirements of the stereoscopic color
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mage, before compression. The motivation for such ap-
roaches is that there is much research that deals with the
nteraction impact of binocular vision and color. For in-
tance, it is well known24 that chromatic information helps
ddress the correspondence problem in stereo vision. Ac-
ording to Shevell and Miller,25 only a small difference in
hromatic adaptation is caused by introducing a 3-D repre-
entation of the stimuli. This implies that color and depth
erception are only loosely coupled and therefore might be
rocessed separately. There is evidence that there is a re-
uced contrast threshold for binocular detection as com-
ared with monocular detection.26 This means that there is
sort of interocular facilitation that enhances binocular per-

ormance in detection tasks.27

Thus, investigators have examined approaches in which
wo different images are presented to the two eyes. Such a
rocedure may result either in a fused stereoscopic image
as in stereograms�, or in binocular rivalry. Binocular ri-
alry is a form of multistable perception that occurs when
he two eyes are presented with visual stimuli that are dif-
erent from each other and cannot be fused into a single
oherent percept. Under these conditions, the percept typi-
ally alternates between two states corresponding to the left
ye’s stimulus and the right eye’s stimulus, or between two
estalts that are formed by combining parts of the monocu-
ar stimuli.28 When large stimuli are used, the alternations
re often piecemeal, while for small stimuli the whole im-
ge alternates in unison. It has been shown that it is not
ecessary to have images that the subject can interpret: ran-
om dot stereograms in which high spatial frequencies have
een removed from one image and low spatial frequencies
rom the other are no longer fusible and produce binocular
ivalry29 Reviews and a summary of work on binocular
ivalry can be found in Refs. 30–32

Investigators have sought techniques in which fusion is
ikely to occur. One set of approaches focuses on maintain-
ng chromatic content and reducing the resolution in one of
he images, relying on the fusion process for reconstructing
he image in the original high resolution. Dinstein et al.33

ake advantage of these capabilities of human visual per-
eption. They use a stereo image pair in which one of the
mages is subsampled and compressed, yet the human ob-
erver produces from those two images an image that is
erceived stereoscopically as a sharp 3-D image.

The underlying hypothesis for our investigation calls for
resenting two images that differ in their chromatic content
o the two eyes. Previous work has examined rivalry be-
ween competing colors, not between color and lack of
olor. Andrews and Lotto report that when two different-
olored panels are presented to a human viewer, the per-
eption will often alternate between the colors.34 Alterna-
ively, Julesz35 reported that two images of different colors
an create the impression of a third, mixed color. This per-
ept is known as binocular color mixture.36 Makous and
ulos37 reported that during binocular rivalry between a
ed-and-black grating and a perpendicular green-and-black
rating, the colors mixed, so that the observer reported see-
ng alternation between perpendicular yellow and black
ratings �not even a hint of a plaid�. In other words, there is
ome form of integration of the colors seen by the two eyes.

o the best of our knowledge, there is no research on ri-

ptical Engineering 087003-
valry between a color and a monochrome image such as
presented here.

Our hypothesis would extend the preceding results by
reducing the amount of information coming from 3-D color
space by reducing one of the images to a monochrome
image, thus minimizing the amount of data transmitted be-
fore any compression method is applied. Moreover, this
approach requires only one of the cameras to be a color
camera.

We were encouraged in exploring this direction �given
the question of whether fusion or rivalry will occur in our
case� by Andrews and Lotto,34 who have shown that when
physically different monocular stimuli are likely to repre-
sent the same object at the same location in space, fusion is
likely to result. Moreover, there is evidence that even in the
case of rivalry, information from the suppressed eye is still
processed in the brain, i.e., the eye’s sensitivity is reduced
but not shut off. Abruptly increasing the luminance of or
moving an object seen by the suppressed eye will cause it
to be detected.38,39

To summarize, the literature makes several important
points, which we build on in our approach: �i� if the
disparate-appearing objects are likely to be the same object
at the same location in space, fusion may occur; �ii� inte-
gration of the colors between the two eyes may occur; and
�iii� information from the nonobserving eye is still getting
through the visual processing areas, possibly enabling a
3-D percept. By using one achromatic image �gray� instead
of a competing color, we anticipate reconstructing an image
with depth. If the image from one eye were fully sup-
pressed, there could be no fusion and no depth perception.

3 Methods
Controlled psychophysical experiments were conducted in
order to validate the hypothesis that a stereo pair consisting
of one monochrome image and one color image produce a
3-D color perception. This section presents the experiments
that were conducted in order to confirm this fundamental
principle of the proposed technique.

Various combinations of color and monochromatic im-
ages were presented to the subjects, using either a stereo-
scope �Fig. 1� or a HMD �Fig. 2�. The first experiment
made use of a 1905 stereoscope and two sets of images,
selected to have different color contents. One set, domi-
nated by yellow colors, included only three objects, posi-
tioned at various distances from the camera, against a neu-
tral homogeneous background. The second set of images
contained color-saturated objects presented against a clut-
tered background of colorful content, and were mainly
green and magenta in color.

The second set of experiments tested the hypothesis with
a HMD. The importance of testing with an HMD is that
recent technological developments allow the addition of
3-D realism through sophisticated new display techniques.
These technologies introduce elements such as refresh rates
that might cause the visual system to perform differently
than under conditions of a stereoscope. One popular option
is a sophisticated HMD where each eye has its own minis-
creen. In light of that, the second experiment, whose intent
was to establish the phenomenon under more application-
like conditions, made use of an nVisor-SX HMD controlled

by a PC. This setting enabled a controlled procedure of

August 2007/Vol. 46�8�3
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utomatic display of images in random order, with multiple
epetitions. The images displayed in this experiment con-
ained objects of saturated colors �red, yellow, green, blue�.

.1 Experiment 1
he 1905 stereoscope used in the experiments �shown in
ig. 1� is designed to display two photographs to the view-
r’s eyes, using a partition that enables each eye to view
nly one of the two pictures. The two pictures, taken from
lightly different viewpoints, are positioned on a stiff
ounting, side by side, and viewed through a set of prisms

nd lenses. Since the invention of the stereoscope by
heatstone in 1838, it has been utilized in many experi-
ents involving fusion, color mixing, and rivalry.40

These experiments were performed on 11 subjects �9
ales and 2 females� between the ages of 16 and 45. Ex-

ept for two subjects, all were naive as to the purpose of the
xperiments. All subjects were clinically tested for normal
olor and depth perception and equal visual acuity in both
yes, as determined by optometric examinations. Stereoa-
uity was tested via the Titmus stereo fly test. Color vision
as tested using Ishiara plates.

Fig. 1 The 1905 stereos

ig. 2 The nVisor-SX head-mounted display used in the

xperiments.

ptical Engineering 087003-
Two sets of stereo image pairs were used. Each set con-
tained different objects at different distances and colors,
with the two static images taken from slightly different
viewpoints in order to generate depth perception. One set of
stereo images included objects that were mostly yellow,
with low average saturation �Fig. 3�. The other pair con-
sisted of objects in saturated colors, such as green and ma-
genta. Some of the images were taken by us �Fig. 3�, and
some �Fig. 4� were modified from Refs. 41 and 42.

The two static images presented to the observers were at
times different in their color content, to evaluate our hy-
pothesis. The original color stereo images were modified to
fit the experiment �e.g., cropped and partially or fully con-
verted to grayscale�. In each set, four different image pairs
were used, creating four color combinations each:

�a�Left eye: color image; right eye: color image �color-
color�

�b�Left eye: grayscale image; right eye: grayscale image
�gray-gray�

�c�Left eye: color image; right eye: grayscale image
�MIX�

�d�Left eye: grayscale image; right eye: color image
�MIX�.

Observers were asked to adjust the distance between the
displayed stereo pairs and their eyes until the pair of images
fused into one 3-D image, if possible. The image pairs were
presented in random order; each set was presented twice.
For each image pair, subjects were asked to rate their color
perception on a scale of 1 to 10, with 1 denoting a gray-
scale image and 10 an image in vivid colors. They were
also asked to rate the depth perception from 1 to 10, with 1
corresponding to a flat image with no depth at all, and 10 to
a full 3-D image. Subjects were unaware of the color con-
tent of the images they were viewing.

3.2 Experiment 2
In the second experiment the stereoscope was replaced by a
HMD. This nVisor-SX display is usually used for advanced

sed in the experiments.
cope u
virtual reality applications. It incorporates high-resolution

August 2007/Vol. 46�8�4
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Fig. 3 Four combinations of low-saturation stereo pairs, used in the experiments: �a� color-color; �b�

gray-gray; �c� MIX �color on left�; �d� MIX �color on right�.
Fig. 4 Four combinations of high-saturation stereo pairs used in the experiments: �a� color-color; �b�
gray-gray; �c� MIX �color on left�; �d� MIX �color on right�.
Fig. 5 First HMD set: four combinations of stereo pairs used in the HMD experiments: �a� color-color;

�b� gray-gray; �c� MIX �color on left�; �d� MIX �color on right�.

ptical Engineering August 2007/Vol. 46�8�087003-5



c
s
n
t
w
s
1

m
s
p
m
v
p

c

Termin et al.: Color stereoscopic images requiring only one color image

O

olor microdisplays with custom-engineered optics de-
igned to deliver high visual acuity in a wide FOV. The
Visor-SX has access to user adjustments, including in-
erocular distance, and an eye relief to accommodate users
ith eyeglasses. The HMD specifications are: dual channel

upport �stereo�, monocular FOV �diagonal� 60° overlap
00%.

These experiments were performed on 15 subjects �10
ales and 5 females� between the ages of 21 and 43. All

ubjects were clinically tested for normal color and depth
erception and equal visual acuity in both eyes, as deter-
ined by optometric examinations �using standard nonin-

asive optical tests�. All subjects were naive as to the pur-
ose of the experiments.

Three sets of stereo image pairs were used. Each set
ontained different objects at different distances and of dif-

Fig. 6 Second HMD set: Four combinations of
color; �b� gray-gray; �c� MIX �color on left�; �d� M

Fig. 7 Third HMD set: Four combinations of s

color; �b� gray-gray; �c� MIX �color on left�; �d� MIX �co

ptical Engineering 087003-
ferent colors. Within each pair the two images were taken
from slightly different viewpoints in order to generate
depth perception. One set of stereo images �Fig. 5� included
four colored objects �red, green, yellow, and blue� at differ-
ent distances positioned in front of a homogeneous mono-
chromatic background �uncluttered�. In the second set of
stereo images �Fig. 6�, the same objects were used, with
more objects added in the back, but keeping the back-
ground homogeneous and monochromatic. The third set of
the images �Fig. 7�, contained two greenish objects at two
different distances from the camera. Overall, the three im-
age sets covered a range of color contents, in terms of hues
and saturation. The variety was intended to cover a range of
colors, distances, interpositions, and saturations. Each im-
age set comprised four chromatic combinations of the basic

pairs used in the HMD experiments: �a� color-
lor on right�.

airs used in the HMD experiments: �a� color-
stereo
IX �co
tereo p

lor on right�.

August 2007/Vol. 46�8�6
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tereo pair: �a� color-color, �b� gray-gray, �c� MIX �color on
eft�, and �d� MIX �color on right�, as presented in Figs.
–7.

Results
he results show that as a rule, subjects successfully fused

he images in all sets. Irrespective of the color differences
n a given image pair, the subjects perceived a strong 3-D
mage in depth. Color perception was successful in all
ixed cases, though some degradation of color quality can

e seen in the results. We provide below detailed results of
he depth and color perception grades for each of the two
xperiments.

.1 Experiment 1

.1.1 Depth perception
epth was perceived in all four combinations of stereo im-

ges and in both image sets that were presented to the sub-
ects. Color rivalry, if it occurred, seemed to have no influ-
nce on depth perception. The results across the 11 subjects
re summarized in Table 1, and presented graphically in
ig. 8. Figure 8�a� shows the results averaged over all sub-

ects. Figure 8�b� shows the average for each subject indi-
idually.

In Table 1 the row marked “Mean” includes the mean
esults �across 11 subjects, multiple viewings per subject,
oth sets of images�. The row marked “Std. dev.” includes

Table 1 Depth perception results �stereoscope�.

Subjective depth perception

Color pair MIX pair Monochromatic pair

ean 9.62 9.35 9.20

td. dev. 0.92 1.38 0.96

Fig. 8 �a� Depth perception of three types of ste

tion �stereoscope�.

ptical Engineering 087003-
the standard deviation for these mean values. Columns re-
fer to the content of the presented stereo pairs. The column
labeled “MIX pair” includes both the color-gray and gray-
color presentations.

Figure 8�a� shows the same results graphically. The left-
most bar indicates the mean depth perception for the color-
color images; the middle bar, for the mixed images; and the
rightmost bar, for the gray-gray images. The offset indica-
tors on each bar show the extent of the standard deviation.

Figure 8�b� shows the individual average results for each
subject. Each of the 11 triplets of bars corresponds to one
subject. The order of the bars within each triplet is the same
as in Fig. 8�a�. The Y axis denotes the score on the scale of
1 to 10 described earlier. The X axis separates the different
subjects. Here, for each subject, the result is their average
across both image sets �Figs. 3 and 4�.

In summary, depth perception seems unaffected by the
use of mixed pairs. Average depth scores for all three pre-
sentations �color-color, MIX, and gray-gray� show insig-
nificant differences �the maximum difference obtained be-
tween color pair and monochromatic pair has a paired, two-
tailed t-test value p=0.21�.

4.1.2 Color perception
All subjects reported that they perceived a color image
when they were presented with one color image and one
monochromatic image �MIX pair�, as well as when viewing

Table 2 Color perception results �stereoscope�.

Subjective color perception

Color pair MIX pair Monochromatic pair

Mean 9.56 7.37 1

Std. dev. 0.92 1.55 0

irs �stereoscope�. �b� Subjective depth percep-
reo pa
August 2007/Vol. 46�8�7
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wo color images. The mean and standard deviation results
re shown in Table 2. The average color score is 9.56 �std.
ev. 0.92� in the color-color pairs, and 7.37 �std. dev. 1.55�
n the mixed pairs. Indeed, some subjects reported a color
ading effect when viewing some images. Also, some sub-
ects reported that the color of some of the objects within
n image faded in and out during viewing. These reports
ere not consistent for the same subject across different
iewings, or for the same image pair across subjects.

The results presented in Table 2 are plotted in Fig. 9�a�.
he average results for each of the 11 subjects are shown in
ig. 9�b�. The axes are the same as in Fig. 8.

The results show that subjects clearly perceived color in
he mixed presentations. There was, however, a certain
mount of degradation in the quality of the perceived color.
n order to ascertain whether the degraded color perception
n the mixed condition more closely resembled the color
air or the monochrome pair, average color perception dif-
erences were calculated in pairs �i.e., for each subject
eparately� and for the group as a whole. These are pre-
ented in Table 3. The table shows that the difference in
esults between the color-color images and the mixed im-
ges is smaller than the difference between the mixed im-
ges and the monochromatic �gray-gray� images. This dif-
erence is statistically significant �paired one-tailed t-test,

p=0.0005�. Given that the measures are most likely on an
rdinal scale rather than an interval one, from a purist ob-

Table 3 Color difference distance results �stereoscope�.

Difference

Color−MIX MIX−monochromatic

ean 2.2 6.37

td. dev. 1.33 1.55

Fig. 9 �a� Color perception of three types of ster

�stereoscope�.

ptical Engineering 087003-
jective perspective we cannot completely reject the null hy-
pothesis that the results from the mixed presentations are
not closer to the color presentations than to the mono-
chrome presentation. However, from a subjective impres-
sion we think that the comparison indeed holds and that the
scale may be interval.

4.2 Experiment 2

4.2.1 Depth perception
Depth was perceived in all four combinations of stereo im-
ages and in all three image sets that were presented to the
subjects. The results here were even more impressive than
in the stereoscope experiments, as can be seen in Table 4
and graphically in Fig. 10. All subjects in all viewings rated
the depth as a 10. Figure 10�a� shows the average results
for all subjects. Figure 10�b�, shows the average for each
individual subject. Table 4 is arranged the same as Table 1
and Fig. 10 parallels Fig. 8. In summary, when using an
HMD, depth perception is unaffected by the use of mixed
pairs of images.

4.2.2 Color perception
With the HMD, all subjects reported that they perceived a
color image when they were presented with one color im-
age and one monochromatic image, as well as when view-
ing two color images. The mean and standard deviation are

Table 4 Depth perception results �HMD�.

Subjective depth perception

Color pair MIX pair Monochromatic pair

Mean 10.00 10.00 10.00

Std. dev. 0.0 0.0 0.0

s �stereoscope�. �b� Subjective color perception
eo pair
August 2007/Vol. 46�8�8
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hown in Table 5. The average color score is 9.95 �std. dev.
.18� in the color-color pairs, and 7.20 �std. dev. 0.92� in
he mixed pairs. Here too, some subjects reported a color
ading effect when viewing some mixed pairs or reported
hat the color of some of the objects within an image faded
n and out during viewing. These reports were not consis-
ent for the same subject across different viewings, or for
he same image pair across subjects. The averages of the
olor perception results for all subjects are presented in
able 5 and Fig. 11�a�. The average results for each of the
5 subjects are shown in Fig. 11�b�. The axes are the same
s in the respective depth perception graphs �Fig. 9�a� and
�b��.

As with the stereoscope, the results clearly show that in
mixed presentation the subjects perceived a 3-D color

mage, but with color that was of a slightly degraded qual-
ty. Here too, average color perception differences were cal-
ulated in pairs �i.e., for each subject separately� and for the
roup as a whole. The group results are presented in Table
. The table shows that the difference in results between the
olor-color images and the mixed images is smaller than
he difference between the mixed images and the mono-
hromatic �gray-gray� images. This difference is statisti-
ally highly significant �paired one-tailed t-test, p=1e−17�.

Table 5 Color perception results �HMD�.

Subjective color perception

Color pair MIX pair Monochromatic pair

ean 9.95 7.20 1.01

td. dev. 0.18 0.92 0.05

Fig. 10 �a� Depth perception of three types of

�HMD�.
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5 Discussion
The approach presented and tested in this paper is innova-
tive, and may prove useful for imaging systems combining
color and depth. It allows for the use of two cameras, only
one of which is color. This technique utilizes the human
visual system’s innate abilities and the manner in which the
image is perceived in the brain to reduce the redundant
color information. The experimental results confirm our hy-
pothesis that one monochrome and one color image are
sufficient for the visual system to generate full color and
depth perception.

By using one monochromatic image instead of a com-
peting color, our subjects perceived an image with depth,
and one in which the “colors” blend to produce a color 3-D
image. No degradation in depth perception was measured.
However, some degradation in the perception of color is
evident, though the subjects still rank their color perception
of mixed images significantly closer to the full-color im-
ages �color-color� than to the monochromatic �gray-gray�
images.

The proposed approach for reducing bandwidth and us-
ing only one color camera appears to be a viable comple-
mentary approach to current techniques used in transmit-
ting color 3-D images.

Table 6 Color difference distance results �HMD�.

Difference

Color−MIX MIX−monochromatic

Mean 2.7 6.18

Std. dev. 0.83 0.9

pairs �HMD�. �b� Subjective depth perception
stereo
August 2007/Vol. 46�8�9



a
t
i
s
b
p
s
b
i
l
I
s
s

6
W
g
m
t
T
v
m
i
t
r

A
T
0
c
y
k
S
H
m
w

Termin et al.: Color stereoscopic images requiring only one color image

O

There are several potential shortcomings to using this
pproach. The most obvious, based on the presented data, is
hat although the hypothesis that a mixed pair will be seen
n color has been validated, it is clear that the color in that
cene is less vivid than in a color pair. Furthermore, as can
e seen from Fig. 9�a�, there is a large variation in color
erception between subjects. Thus, if a system were de-
igned based on this approach and were intended for a
road audience, it might be necessary to first ascertain that
ndeed the intended user is among that section of the popu-
ation that perceives the color more vividly rather than less.
nvestigation of the color degradation, variation between
ubjects, and means for improving the color perception
core will be explored in future work.

Conclusions
e continue to further explore this phenomenon with the

oal of defining the minimal requirements for which a
ixed stereoscopic image contains enough information for

he human visual system to perceive both color and depth.
he results from the experiments described in this paper
alidate the basic principle. Future experiments will be
ade to further quantify the efficacy of this approach and

ts robustness. In addition, attempts will be made to use this
echnique in actual applications, such as teleoperation of
obots.
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