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Abstract

Teamwork requires that team members coordinate their actions. The
representation of the coordination is a key requirement since it influences
the complexity and flexibility of reasoning team-members. One aspect of
this requirement is detecting coordination faults as a result of intermittent
failures of sensors, communication failures, etc. Detection of such faults,
based on observations of the behavior of agents, is of prime importance.
Though different solutions have been presented thus far, none has presented
a comprehensive and efficient resolution for large-scale teams. This paper
presents a formal approach to representing multi-agent coordination, and
multi-agent observations, using matrix structures. This representation facil-
itates easy representation of coordination requirements, modularity, flexibil-
ity and reuse of existing systems. Based on this representation, we present a
novel solution for fault-detection that is both generic and efficient for large-
scale teams. We demonstrate the modularity of the representation by pre-
senting a reuse of existing systems and by importing other models (e.g.
hierarchical systems) into the new representation. Finally, we extend the
representation to support dynamical aspects of complex systems.

*This research was supported in part by ISF grant #1357/07.



1 Introduction

Autonomous agents within multi-agent systems interact and coordinate to achieve
their goals [8, 5]. The representation of the coordination is a key requirement since
it may influence the complexity, modularity and flexibility of reasoning operations
of the team [28, 12].

One aspect of this requirement is detecting coordination faults. The increased
deployment of robotic and agent teams in complex dynamic settings has led to
an increasing need for coordination faults handling [18, 15, 7, 10]. Coordination-
fault detection does not indicate whether the group is achieving its goals but only
if agent-coordination exists. Detection of coordination faults is essential for a
recovery process (e.g., a negotiation) during which cooperation is reinstated.

A demonstration of the strong need in fault detection is provided in the follow-
ing example, which we use throughout this text. A crew of agents is responsible
for the operation of a shop. In order for the shop to funcion as required, several
conditions must exist. For example, some agents must serve customers; one agent
must always guard; agents might take a break, as long as the other tasks are being
handled, and so on. Each of the agents can choose what to do at any time, accord-
ing to its role. Thus, it is possible that each of the agents is acting legitimately,
and still, the system as a whole is broken. For example, it might happen that the
shop is left unguarded, or that customers are not being served. A fault-detection
mechanism can identify such a case. Then, it is possible to recover the system,
e.g., by forcing one of the agents to immediately start serving customers.

The ability to detect faults is directly affected by the representation of the
coordination. A iive approach, for example, which maintains and reasons about
the whole coordination space is computationally time consuming, and/or takes up
a lot of space [13, 1]. The motivation for this paper is to find a simple, efficient
and modular representation which will enable to represent the coordination easily.

Previous coordination-faults detection methods have adopted an approach of
using a causal-model which describes a pre-defined set of faults, i.e. a set of for-
bidden coordination relations [15, 7]. This approach is not complete, since it does
not guarantee that all the possible faults are pre-defined. In addition, it requires
the designer to spend time on the research of possible faults, rather than focus on
the required coordination. Others are only able to capture specific coordination
faults, such as disagreements [13, 12].

The drawbacks of these approaches are caused by the representation model of
the coordination. On the one hand, works that tried to find a general solution for
the problem [13, 7], provided mechanisms with exponential complexity of time
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or space. On the other hand, works that tried to overcome the complexity issue,
provided solutions for specific types of faults or for specific team models, e.g.,
hierarchical teams [12]. None of the works have taken a systematic approach
to addressing this challenge. In this work, we suggest a representation that is
general, in the sense that it fits any team model and any type of fault, yet has a
low, polynomial complexity. We do that by modeling the normal behavior of a
team, that is, the permitted coordination among the agents.

We present an efficient Boolean matrix-based approach to represent: (1) pre-
defined coordination and (2) the agents’ states as inferred from their observed
actions. This representation has several benefits. First, it provides an easy and in-
tuitive way to define the coordination between teammates. Second, unlike hierar-
chical structures, which strictly define relations in the organization, our approach
allows flexible and complex relations. For example, under certain circumstances,
it enables the inclusion of an agent in two subgroups. Third, we do not represent
the relations between teammates explicitly, but gather them compactly in matrix
structures. Therefore, this approach is scalable in the number of agents and states.
Finally, the use of a matrix-based representation enables the use of the matrix
operations and yields interesting information about the agents.

This research takes advantage of the fact that many different specific joint-
states might be expressed by one, more general, definition. We use Boolean matri-
ces for this kind of general definition. In order to provide flexibility in the design,
and allow any type of required coordination, we use special operators. Several ma-
trices might be combined using those operators to construct complex coordination
rules. These operators also open the way for an easy reuse of representations of
existing systems as parts of larger systems.

The representation we suggest also facilitates easy definition of dynamic sys-
tems. In these systems, progression of the system at run-time affects its defini-
tions. We introduce two kinds of such dynamics. First, the representation and
evaluation of temporal rules, that dictates the states an agent is allowed to choose.
Second, an efficient definition of dynamic systems, in which the allowed coordi-
nation is changed according to external conditions. Overall, the matrix represen-
tation enables an easy and efficient way to implement functions on team, like plan
recognition, fault detection, diagnosis and other reasoning operations.

To demonstrate the new representation, we will present a fault-detection al-
gorithm based on the matrix representation. The algorithm (described in Sec-
tion 4) uses matrix operations to efficiently find coordination faults. The algo-
rithm can, in many cases, reduce the complexity of detection in large-scale teams
from exponential to polynomial. In the rest of the text we extend the usage of this
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representation to additional domains and systems. We analytically explore the
computational implications of using this representation, and the failure-detection
capabilities provided by the algorithms presented.

The paper is organized as follows. Section 2 presents related work. In Sec-
tion 3, we present our new representation of the coordination and observations of
others, based on matrices. Section 4 uses this notation to present fault detection
algorithm. An extension of the coordination model for complex systems is pre-
sented in Section 5. An implementation of it in hierarchy models is presented in
Section 6. Section 7 extends matrix-based representation for dynamic systems.
Section 8 summarizes.

2 Related Work

Some works address coordination faults in teams of agents, but most of them do
not consider efficiency aspects for large-scale teams. Other models require a pre-
defined list of all the possible faults which, in terms of coordination fault, grows
exponentially in the number of agents.

The most related work is of Kaminka at al. [13, 1]. They use a behavior-based
approach using a hierarchical model. In a system consistinggénts, each with
m possible states, there exid{m™) possible joint states. In this approach, the
designer indicates the ideal state of coordination, by specifying the desired joint
states. The system observes the agents during run-time, and uses plan-recognition
in order to infer their actual joint state. It then verifies that the actual joint state is
indeed a desired one. Kaminka and Bowling [12] and later KamifRkaresent
a scalable method for such assessment. Our analytical results and formulation
generalize the results in [13].

Based on the hierarchical model, Kalech and Kaminka [11] propose a diag-
nosis for disagreement failures, which is step beyond the fault detection. They
even extend their method to large-scale teams [9]. Unfortunately, the drawback of
all these works is that they require detection of system faults in cases where the
desired joint states are those of perfect agreement. In addition, their hierarchical
representation of the coordination restricts the organizational relations between
the agents.

Williams et al. [31, 14] provide a model for cooperation of unmanned vehicles.
They coordinate these vehicles by introducing a reactive model-based program-
ming language (RMPL). This model is robust and so it could detect faults and
recover. However, their model-based language addresses only small systems.
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Dellarocas and Klein [15, 2] report on a system of domain-independent excep-
tions handling services. A first component contains a knowledge base of generic
exceptions. A second component contains a decision tree of diagnoses; the fault
detection process is done by traversing down the tree by asking queries about the
relevant problem. A third component is responsible for seeking a solution to the
exception, based on a resolution knowledge base. This approach transfers the
fault-handling responsibility from the agent to an external system, to alleviate the
load on each agent designer (which would now be freed of the responsibility of
implementing an exception-handling system in each agent).

Similarly, Horling et al. [7] use a fault-model of failures to detect and respond
to multi-agent faults. In this model a set of pre-defined possible faults are stored
in acyclic graph’s nodes. When a fault is detected a suitable node is triggered and
according to the fault characters the node activates other nodes along the graph.
The advantage of Horling’s fault-model system over Dellarocas and Klein's sys-
tem is the use of a learning algorithm that can be employed to maintain structure
as time passes. As with Dellarocas and Klein, in Horling’s work scale-up con-
cerns are not addressed. In addition, their fault-model approach dictates that all
possible faults be analyzed in advance.

Based on the fault-model approach, Pegacet al. [19] and Lamperti and
Zanella [16] use a discrete-event system [25, 24] to model a distributed system
where the possible faults are modeled in advance. The diagnoser infers unobserv-
able faulty events by computing possible paths in the discrete event system that
match observable events. A common theme in all of these is that they require
pre-enumeration of faulty interactions among system entities. However, in multi-
agent systems, these are not necessarily known in advance since they depend on
the specific run-time conditions of the environment, and the actions taken by the
agents.

Poutakidis et al. [20] provides a method for tracking the progress of conver-
sations using interaction protocols, and detection of some faults, using a Petri-net
representation of the interaction protocols that are expected to take place (rather
than the expected faults as in the techniques discussed above). When protocols
are matched against observations of messages, errors are detected. However, the
representation has been shown to scale poorly with the number of agents [6].

Some works address diagnosis of multi-agent systems which is a related issue
to fault detection, but none of them consider the problem of large-scale teams.
For instance, Fhlich et al. [4] and Roos et al. [21, 22, 23] suggest dividing a
spatially distributed system into regions, each under the responsibility of a diag-
nosing agent. If the fault depends on two regions the agents that are responsible
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for those regions cooperate in making the diagnosis. However, the interactions
among system entities are not necessarily known in advance since they depend
on the specific conditions of the environment at runtime, and the appropriate ac-
tions assigned by the agents [17]. It is impossible to address this by keeping all
the possible interactions between the agents; this might increase communication
complexity, especially in large systems, since the number of candidate diagnoses
is exponential in the number of dependencies.

A number of previous works address scalability in multi-agent systems, but
do not consider diagnosis. Scerri et al. [26, 27] address tasks of team coordina-
tion among the members of large teams. Specifically, they developed algorithms
meeting the requirements of large teams for planning, sharing information and
task allocation—but not fault-detection. They achieve the scalability by organiz-
ing all members into an associated network. The associated network is performed
at the initialization and remains static during the execution. In this paper we pro-
pose coordination rules that are dynamically changed.

Durfee [3] discusses heuristic methods for reducing the knowledge that agents
use in coordination. The methods are based on hierarchies and abstractions which
depend on the task environments and collective behavior of the team. Like the
former work, this work also addresses large-scale teams but does not consider the
fault-detection problem.

This paper presents a formalization to represent team coordination based on
matrix structures. This representation enables a systematic approach to coordi-
nation faults detection based on observation and plan-recognition. It utilizes a
model-based approach, wherein the designer specifies only desired joint states,
rather than an abductive approach which defines all possible states of fault. Our
approach also addresses uncertainty that exists due to ambiguity in plan recogni-
tion. We show that we can compactly represent joint states W3jng:) matrix
order, and thus reduce the potentia|m™) check to aO(nm) check in many
cases. This could be suitable to large-scale teams.

3 Fundamental Objects

This section presents the basic objects used in multi-agent systems and the re-
lations among them. Before that, we will present some general algebraic nota-

tions we will use throughout the text. Some important structures we use here are

Boolean matrices. We notate a Boolean matrix of okderj as a matrix ing*<7.

We define the following logical operators:



Definition 3.1 (Boolean matrices logical operators)Let M, N be matrices of
orderp x g over the Boolean space. Then

MAN = Te Bpxq’ such thattij = My VAN Ny
MVN = TEe¢ Bqu, such tha‘tij = My V N

In addition, we will define matrix product, in a similar way to the usual meaning
of it:

Definition 3.2 (Boolean matrices product).Let M € BP*? N € B?*" be two
Boolean matrices, then their produtx = M - N is in B?** and is defined to be

q
Didij == \/mik/\nkj
k=1

This is in fact very similar to the usual matrix product, where the scalar product
is substituted by logical-AND and the scalar summation is substituted by logical-
OR.

Now, we can move on to the specific structures of multi agent systems. The
most fundamental entities are thgents At any moment, each agentis found in a
givenstate This is a logical, internal representation of the agent status, or belief,
at this very moment. Throughout the next sections, we will refer to the following
sets:

(i) Let A be a setof, agentsjay,as,...,an,}.
(i) LetS be set ofin states{ s, s, ..., Sm }-

For example, consider a management system for a shop consisting of the fol-
lowing six agents (we will refer this example as “the shopANNY the manager,
BENNY the cashier, two sellers -EANNY and DANNY, ERNY the storekeeper
and a guardiFRENNY:

Asho={ANNY, BENNY, CANNY, DANNY, ERNY, FRENNY}

Agents may be in one of eight possible states:

Sshop={BREAK, IDLE, NEGOTIATE, SELL, INNERTALK, WATCH, GUARD,
EQuir}

Having the two setsl andS, we can define the environment for a team:

Definition 3.3 (Environment). Let A be a set of agents, and |ét be a set of
states. The paiff = (A, S) is called theenvironmenbf A overS.
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Definition 3.4 (Environmental-space).Let E = (A, S) be an environment. The
Cartesian productd x S is called theenvironmental spacef £, and is denoted
ET.

The environmental space is, in fact, the set of all the possddentstate
pairs. Any of these pairs may define a single state in which an agent is found, as
we will describe later. A special yet common case is, when the state of an agent
is not defined. In other words, its state can be any of the states. In this case, we
notate its state with the ‘don’t care’ symbof;*. For this purpose, we extend the
above to a ‘complete form’:

Definition 3.5 (Complete-environmental-space)Let E = (A, S) be an environ-
ment. The Cartesian produdtx (S U {@}) is called thecomplete environmental
spaceof F/, and is denoted’®.

In addition to pairing each agent to one state (or to none of them), we would
like to define a space which allows each agent to be paired with any set of states
(including the empty set). For that purpose, we define the following space:

Definition 3.6 (Complete-environmental-power-space)Let E = (A, S) be an

environment. The Cartesian produdtx (||S||) (i.e., A multiplied by all the sub-
sets ofS) is called thecomplete environmental power spawfef’, and is denoted
E®.

Now that we have the definition of the environment and its associated spaces,
we can continue with structures on those spaces. We refer an agent by its state:

Definition 3.7 (Position). Let E = (A, S) be an environment. A paifa/, s') €
E® is called apositionover E.

We could also attribute multiple states to one agent. For example, in case
we are not sure what is the current state of the agent we will refer that agent
superposition:

Definition 3.8 (Superposition). Let E = (A,S) be an environment. A pair
(a',S") € E® (i.e.,a’ € AandS’ C S) is called asuperpositiorover E.

For example, let us refer back to the agents and states presented in the shop .
The pair(ERNY, GUARD) is a position, whilglANNY, {INNERTALK, WATCH})
is a superposition.

Having each agent found in a particular state defines a unique joint-state [13,
1], or coordination among the agents. In order to save the generic nature of it, we
define the coordination as a function.
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Definition 3.9 (Coordination). A coordinationfunction over an environment
(A, S) is a function thapositionseach agent in a particular state or in no state:

i A (SU{2)).

If all the agents iny are mapped to states ifi, the coordination is said to bl .
Otherwise—that is, if one or more agents are mapped t@thethe coordination
is partial

Coordinations are the essense of multi agent systems. At every moment, each
agent is found in a specific state, which means that at every moment the agents
are found in a specific full coordination. The designer of the system is in charge
of defining the allowed and disallowed coordinations. The set of all allowed co-
ordinations is callegbolicy.

Definition 3.10 (Policy). Let £ be an environment. policy over E is a function
¢ : {coordinations over'} — B

(whereB is the Boolean space). For each coordinatigrover £, the policy
defines whether it ilegal (¢() = 1), orillegal (¢(y) = 0). We notate the subset
of all legal coordinationsyega, and the subset of all illegal coordinatioggiegar.

For example, in the shop example above, a legal coordina-
tion is {(ANNY,WATCH), (BENNY,SELL), (CANNY,NEGOTIATE),
(DANNY, BREAK), (ERNY,GUARD), (FRENNY,INNERTALK)}. How-
ever, the following coordination is illegal: {(ANNY, WATCH),
(BENNY, SELL), (CANNY,NEGOTIATE), (DANNY,BREAK), (ERNY, SELL),
(FRENNY, GUARD) }.

While coordination positions each agent in a particular state, we sometimes
need to position each agent in one of a few possible states (based on Definition
3.8).

Definition 3.11 (Supercoordination). A supercoordinatiofunction (or s-coord
for short) over some environmeht= (A, S) is a function

L:A— |9

i.e., it positions each agent insetof possible states.



{INNERTALK, WATCH}  a = ANNY

{BREAK, SELL} a = BENNY
BREAK, NEGOTIATE.
I'(a) = ’ "+ a € {CANNY, DANNY }
SELL, EQuIP
{GuARD} a = ERNY

{BREAK, INNERTALK}  a = FRENNY

Figure 1: A supercoordination function.

We would now like to use an algebraic representation for the s-coords. Moving
to the algebraic realm naturally allows a variety of calculations and manipulations
on those structures, as described later. Assume an agetitsétu;, as, ..., a,}
and a state set = {s, s9, ..., s, }. We can represent a supercoordination of the
agents by a Boolean matrix of orderx m. This matrix represents a combination
of the agents’ superpositions:

Definition 3.12 (Supercombination).Let £ be the environmentA, S), where
|A] = nand|S| = m, and letI" be an s-coord oveE. A supercombinatioior
s-comb for short{” over E is a Boolean matrix of ordet x m (C' € B"*™). The
supercombination-representationlofprovides:

1 e I'(a;
Cij:{ sj € I'(ay)

0 otherwise

Figure 1 presents an example for such a function, and Figure 2 presents its
appropriate s-comb. The rows represent the agents and the columns represent
the states. This representation allows defining multiple constraints between the
agents in the same structure. For example, regarding the two first agents, one
coordination constraint could béA'NNY selects stateNNERTALK while BENNY
selectsSELL”. Another coordination that is represented by this s-comAENY
selectsWATCH, while concurrentlyBENNY selects statSeELL”.

A special kind of supercoordination is one that does not assign any state to at
least one of the agents. In other words, a supercoordination which assigns at least
one agent the empty-set. We call this an ill supercoordination. In the s-comb it
will be represented by a row of zeros.

Definition 3.13 (lll-supercoordination). LetI" be a supercoordination function
over some environmert = (A, S). ThenT is an ill-supercoordinationiff
Jda € A | T(a) = 0. Using the s-comb representationti, 1 < i <
n: \j., c¢;; = 0. S-coords or s-combs that are not ll, are said tovial.
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BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 0 0 0 0 1 1 0 0
BENNY 1 0 0 1 0 0 0 0
%8 _ CANNY 1 0 1 1 0 0 0 1
DANNY 1 0 1 1 0 0 0 1
ERNY 0 0 0 0 0 0 1 0
FRENNY 1 0 0 0 1 0 0 0

Figure 2: The s-comb representation of the supercoordination appears in Figure 1.

The example shown in Figure 1, for instance, is of a vital-supercoordination,
since it positions all agents to non-zero rows (Figure 2).

At any given moment, each agent is in a givaate As a result of its state,
each agent takes soraetion, in order to fulfill its goal. An action is visible, i.e.
others might observe it. A state is not necessarily related to one particular action.
Rather, it is possible that one of a few given actions will be taken at service of the
same state. In the opposite direction, the same action might be taken at service of
a few different states. We will annotate the actions as &8set{b;, bs, ..., bs}.

For example, in the shop we define eight logical states of the agents and
nine actions, which the agents might act upon. S&steL, for example, is when
an agent is busy with closing the deal with a customer. Positioned at this state,
the agent might act in one of the actioB&T (getting the product off the shelf),
CARRY (carrying it to the customer) dCOUNTER (sitting near the counter). On
the other hand, an agent might alSarRRY or GET while positioned at state
EQuip, and not only when positioned BELL.

When designing a multi-agent system, the designer defines which actions
might be taken by an agent when positioned in each state. This is called the
latitude of the agent.

Definition 3.14 (Latitude). Let E' = (A, S) be an environment, anf be a set of
actions, thdatitudeof agenta € A is a function)\, : S — || B]].

This function maps, for a given agemtc A, each state to a subset of actions
which the agent is allowed to pick while being in this state. The straight-forward
inverse function of\,, the function\_ !, would map subsets db to elements in
S. While this function is not interesting, we do define a kind of ‘inverse’ to the
latitude function:
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BREAK, NEGOTIATE,
INNERTALK , WATCH TALK
{ TALK, PHONE, STAND, OTHER} BREAK '
{ STaND} IDLE { BREAK, NEGOTIATE} PHONE
{ TALK, PHONE} NEGOTIATE {V\?REAK’CLDLE’ } STAND
{ GET, CARRY, COUNTER} SELL ATCH, SUARD
A(s) = { TaLK} innerTaLk  M(8) = | { WATCH, GUARD, EQUIP}  WALK
{ STAND, WALK, TALK } WATCH { SELLY COUNTER
{ STAND, WALK } GUARD { Equip} PuT
{ WALK, CARRY, PuT, GET} EQuip { SELL, BQuip} GET
(a) A latitude function { SELL, EQuip} CARRY
{ BREAK} OTHER

(b) An interpretation function

Figure 3: A latitude function for the example of the shop , and its interpretation
function.

Definition 3.15 (Interpretation). Let £ = (A, S) be an environment, ang be
a set of actions, thmterpretatiorof agenta € A is the functiom\, : B — ||5]|.

A, of a given actiorb, is the set of all states that halven their latitude. Given
an action of an agent, weinterpretits action as one of a few given states, using
this function. Figure 3 presents the latitude and interpretation functions for the
shop example.

Given a set of state§ = {sq,s9,...,5,} and a set of action®3 =
{b1,bs,...,b}, we can represent the interpretation of the actions to the states
by a Boolean matrix of ordet x m.

Definition 3.16 (Interpretation-matrix). LetS be a set of states anfl a set of
actions, arninterpretation-matrix from B to S is a Boolean matrix of ordef x m

(I € B®™) provides:
i — 1 Sj € A(bl)
Y 0 otherwise

Figure 4 presents the appropriate interpretation-matrix to the interpretation
function presented in Figure 3. The rows represent the actions and the columns
represent the states. For example, the second row says that once an agent is ob-
served doind®HONE, then its state is one BREAK, NEGOTIATE}.

Knowing the exact state of each agent at every time requires that the agent
reports its state any time it is changed. This is, in many cases, infeasible, since
it involves massive communication resources. Our observation-based approach
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BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

TALK
PHONE
STAND
WALK
I19%8 — COUNTER
PuTt
GET
CARRY
OTHER

—
o
=
o
—
=
o

HOOOoOOoOOoOKrH
[eNeNoNoNoNoll ol
[eNeNoNoNolNoNall| s
O R OFOOO
OO OO OO OO
[eNoRoNoNeR Y =
[eNeoNoNeoNeN N =
O R, OF,OOO

Figure 4: The interpretation-matrix for the interpretation function presented in
Figure 3.

TALK PHONE STAND WALK COUNTER PuT GET CARRY OTHER

ANNY 0 0 1 0 0 0 0 0 0

BENNY 0 0 1 0 0 0 0 0 0

Q%9 — CANNY 0 1 0 0 0 0 0 0 0
~ DANNY 0 0 0 0 0 0 1 0 0
ERNY 0 0 0 0 0 0 0 1 0

FRENNY 0 0 0 1 0 0 0 0 0

Figure 5: An observation matrix.

suggests looking at the action of each agent. Thus the last building block we
define is the observation.

Definition 3.17 (Observation). Let A = {aq,as, ..., a,} be a set of agents and
B = {by,by,...,b,} a set of actions, awbservations a functionw : A — B,
that maps each agent to a particular actiof.stands for the observation matrix
representation:

1 W((IZ') = bj

0 otherwise

i
Figure 5 presents an example to an observation matrix. The rows represent the
agents and the columns the actions. In this matrix, there is exactly one sihgle
in every row, since every agent is observed in one action.

After introducing the fundamental entities, we can formally define a whole
multi agent system.
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Definition 3.18 (System).A systemis a 5-tupleS = (A, S, B, \, ), where

Ais a set ofn agents{a, as, ..., a,},

S'is a set ofm states{si, s2,..., Sm},

Bis a set off actions,{by, b, ..., b},

A is a set ofn latitude functions{\,,, As,, - .-, A\a, }, @and

¢ is a policy function ovetA, S).

If the latitude functions of all the agents are identical, the system is said to be
homogeneoysand we simply refer the latitude as

A system, thus, consists of all the relevant entitegents statesandactiong and
of the logic to which these entities are obligéatifude andpolicy).

4 A Case Study — Fault Detection

In the former section we defined a formalism to a matrix-based representation for
team coordination. We defined a supercombination matrix between the agents’
states (s-comb, Definition 3.12), an interpretation matrix for inferring the current
states of the agents by their actions (Definition 3.16) and an observation matrix
which maps between the agents and their current observed actions (Definition
3.17). In this Section we will present a case study, fault detection, in order to
show the benefits of such representation.

A coordination fault occurs when the current agents’ positions (Definition 3.7)
do not match the expected coordination given by the policy (Definition 3.10).
Using Definition 3.12, we can represent the policy using a Boolean matrix;'say,
Thus, if we know the current positions of the agents, we can say for sure whether
the system has a fault or not. The exact state of each agent is known only to the
agent itself. However, its action is observable. By observing its current action,
we can infer the state in which the agent is found. This could be done using the
formula: 2 = ©-1 (O is the observation matrix andis the interpretation matrix),
where(? is ann x m Boolean matrix (that is, an s-comb). Each elemgeint row
i represents whether it is possible that agerns$ now in states; (‘1’ entry) or not
(‘0" entry). Note that each element ; is the sum of multiplying each elemeht
in row ¢ of © by element: in columny of 7. This multiplication, of course, is ‘1’
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BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 1 1 0 0 0 1 1 0
BENNY 1 1 0 0 0 1 1 0
CANNY 1 0 1 0 0 0 0 0
6X8 _ 9.7 —
& =61 DANNY 0 0 0 1 0 0 0 1
ERNY 0 0 0 1 0 0 0 1
FRENNY 0 0 0 0 0 1 1 1

Figure 6: The s-comb given by the product between the observation matrix and
the interpretation matrix.

iff both of them are ‘1’. Since each row it has exactly one element which is ‘1’
the value of each element §awill be at most ‘1'.

For example, Figure 6 presents the s-comb given by the product between the
observation matrix (given in Figure 5) and the interpretation matrix (given in Fig-
ure 4). Our observation may lead us to conclude tatNY’s state is either
BREAK or NEGOTIATE.

We can now explain the fault detection algorithm. A fault is defined as a
situation wherein none of an agent’s possible assigned state (accord@pe
pears on the ‘legal coordination’ of the policy, designated”aghe policy s-
comb). In order to examine possible matches we will operate a logical ‘and’ be-
tweenC' and() in an element-by-element process, to get the results mattix}’,
ri; = ¢i; A\ w; ;. Being a Booleam x m matrix, R itself is in fact an s-comb.

R represents all the agents-assigned coordinations that satasfgording to
interpreted states by the observation. The coordinations representedteayall
those that positions each agentn one of the states;, that match ‘1’ elements in
row R;. Thus, if in each row in R there is at least one ‘1’ element, it implies that
at least one coordination exists. In this case, we may assume that the agents will
be found in one of those joint states. If, howeuerdefines ill-supercoordination
(Definition 3.13), meaning, an all-zero row exists, then the assigned agents’ states
are definitely forbidden. In this case, a fault alert is warranted. This operation
takes onlyO(nm) operations (counting the ‘1’s for. elements on each dt’s n
rows).

The algorithm is presented in Algorithm 1. It takes two input s-coord
arguments—the policy and the observation. First, it calculates the logical-AND
between them, and assigns the resulRtfiine 1). Then, it starts searchirg It
searches all rows from 1 te (line 2). Within each row, it searches all columns
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from 1 tom (line 4). Whenever an element of ‘1’ is found, the algorithm breaks
the column search (line 7) and continues to the next row (in line 2). If the col-
umn search ends without any ‘1’ element found, the algorithm rétdLT (line

11). If the search of the s-comb is finished without finding any all-zero row, the
algorithm return®NOFAULT(line 14).

Algorithm 1 TestObservation(observation s-coétdpolicy s-coord’').
Test whethef (the state interpretation of an observation) violates the policy de-
fined inC. ReturnsFAULT f it is, or NOFAULTotherwise. Both input s-coords
are of ordem x m.

1. R—CAQ

2: for i — 1ton do

3. flag <« false

4: for j «+— 1tomdo
5 if r;; = 1then
6: flag < ture
7 break

8 end if

9: end for

10: if flag = falsethen
11: returnFAULT
12.  endif

13: end for

14: returnNOFAULT

Returning to the shop example, matfn Figure 7 is the result of an element-
by-element ‘and’ operation betweén (Figure 2) and2 (Figure 6). In this s-
comb, the two bottom lines, representiBgNY andFRENNY, are all-zero. When
the algorithm finishes searching row 5, no ‘1’ element is found, BAULT is
returned. This means that no desired combination can explain the agents’ actions.
A fault has been detected.

In order to detect faults by observations only, we define two approaches of
decision [13] (the term in [13] ipolicies rather thamapproachesbut this text
reserves the term for the policy functiar), Theoptimistic approactassumes that
as long as the system is not proven to be faulty, no fault should be reported. Using
this approach, one can never get a false alarm. If it reports a fault, then a fault has
certainly occurred. The other approach isplessimistic approachrhis approach
reports a fault in the system, unless it is completely confident that no fault has
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BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 0 0 0 0 0 1 0 0
BENNY 1 0 0 0 0 0 0 0
CANNY 1 0 1 0 0 0 0 0
R=QNC= pauny 0 0 0 1 0 0 0 1
ERNY 0 0 0 0 0 0 0 0
FRENNY 0 0 0 0 0 0 0 0

Figure 7: The s-comb given by Boolean ‘and’ operation between the desired co-
ordinationC' and the interpretation s-confh

occurred. Using this approach, one can never get to a situation of an unreported
fault. We have adopted here an optimistic approach, thus in nfatne inferred

all the possibilities of the states that could be taken by the observed agents. By
generating the result matrix?j we check if at least one of the interpreted joint-
states of the observed agents is consistent with the desired coordination.

We prove the capabilities of the optimistic approach analytically below. To
prove that Algorithm 1 detects only coordination faults (i.e., never has false pos-
itives), let us prove first that the optimistic approach infers all the possibilities of
the states that could be taken by the observed agents. Formally:

Lemma 1. Suppose we are given an observation mafrend an interpretation
matrix©. If w;; = 0, wherew;; is a cell in the product matri®© - I = €2, then this
entails that agent; couldnot take states;.

Proof: w;; is a result of the vectorial product between ttk row vector in
matrix © and thej’th column vector in matrix/. w;; = 0 implies that for each
ke {1,2,...,m} eitherf;, = 0 oriy; = 0. If ;;, = 0 then agent;; does not take
the actionb,, thus all the associated states with actbprin matrix / could not
taken by agent;. If #;, = 1 then the associated states withcould be taken by
agenta;, however, sincé,;, = 1, i;; = 0, thus state; could not be taken by agent
a;.0

Based on this Lemma we can prove the soundness of our algorithm. Formally:

Theorem 1. Algorithm 1 is sound.

Proof: To show that the algorithm is sound, we must show that whenever a row
of zeros exists in matriX, necessarily entails a coordination fault has occurred.
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TALK PHONE STAND WALK COUNTER PuT GET CARRY OTHER

ANNY 0 0 1 0 0 0 0 0 0
BENNY 0 0 1 0 0 0 0 0 0
Q%9 — CANNY 0 1 0 0 0 0 0 0 0
DANNY 0 0 0 0 0 0 1 0 0
ERNY 0 0 0 1 0 0 0 0 0
FRENNY 1 0 0 0 0 0 0 0 0

Figure 8: An observation matrix used in proof of Theorem 2.

This will mean that the algorithm never reports failures unnecessarily (i.e., never
has false positives.

Without loss of generality, assume the cells in row 1 in maftivare zero:
Vi e {1,2,....,m} ri; = 0 and let us prove that there is coordination fatlf. €
{1,2,...,m} r; = 0 entails thatVj € {1,2,...,m} eitherc;; = 0 orwy; = 0. If
c1; = 0 then we do not expect agentto take state;, and thus we could not infer
coordination fault. However, based on definition 38¢ {1,2,...,m}|c;; = 1,
that says that ageat must take one statg. Vj|c;; = 1 = w;; = 0. However,
based on the above Lemma,; = 0 entails that agent; could not take states;.
That is a coordination faulil

We have shown that algorithm 1 is sound, meaning, a row of zeros in nfatrix
necessarily entails coordination fault. However, it is not complete. In other words,
it is possible that although there is a coordination fault, matrtkoes not contain
a row of zeros.

Theorem 2. Algorithm 1 is not complete.

Proof: To prove the incompleteness of the algorithm it suffices to present a
counter example in which a failure occurrs, yet the a row of zeros does not exist
in matrix R.

Assume the coordination matriX as in Figure 2, but the actual states taken
by the agents aré(ANNY, INNERTALK ), (BENNY, BREAK),(CANNY , BREAK),
(DANNY, NEGOTIATE),(ERNY, WATCH), (FRENNY, INNERTALK ) }. Obviously,
this case contains a coordination fault since aggy takes stat&VATCH. As-
sume the observation matrix shown in Figure 8. The product matipresented
in Figure 9 and the result matrix in Figure 10. There is no row of zerds at-
though we set a case with a coordination fault, thus this algorithm is inconiplete.
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BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 1 1 0 0 0 1 1 0

BENNY 1 1 0 0 0 1 1 0

6x8 _ o .7 _ CANNY 1 0 1 0 0 0 0 0
& =e-I= DANNY 0 0 0 1 0 0 0 1
ERNY 0 0 0 0 1 1 1 1

FRENNY 1 0 1 0 1 1 0 0

Figure 9: The s-comb given by the product between the observation matrix and
the interpretation matrix, used in proof of Theorem 2.

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 0 0 0 0 0 1 0 0
BENNY 1 0 0 0 0 0 0 0
CANNY 1 0 1 0 0 0 0 0
R=QANC= 5,y 0 0 0 1 0 0 0 1
ERNY 0 0 0 0 0 0 1 0
FRENNY 0 0 0 0 0 1 0 0

Figure 10: The s-comb given by Boolean ‘and’ operation between the desired
coordinationC' and the interpretation s-conth used in proof of Theorem 2.
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The theorems above generalize previously proven theorems in [13], which dis-
cussed the optimistic policy for the case of detecting failures in a specific type of
coordination—agreement. In the earlier results, however, the agents could detect
failures only in the case where they agree on a specific plan to be selected by all
team-membrs. Thus the earlier work has in fact touched on special cases of the
theorems above.

5 Complex Coordination

In many cases, one s-comb will not suffice for a full policy definition. Thus,
the s-comb we introduced earlier (Definition 3.12), may only partially define the
legal coordinations in a policy. For instance, in the the shop example, assume
ERNY could replacéd=RENNY in GUARD duty. The s-comb in Figure 2 does not
deal with this new relation. Moreover, we cannot add another staié by just
changingcs ; (FRENNY, GUARD) from ‘0’ to ‘1’. This would allow undesired
combinations, such @&RNY and FRENNY guarding simultaneously. Hence, we
must provide a general notation that allows the definition of multiple types of
coordination. The idea is to extend the policy so that it consists of more than one
s-comb, without becoming exponentially complex.

5.1 S-Combs Operators

The most important operator used to join a few s-combs is the ‘or’, notated as
‘LU, Defining two sets of coordinations; LI C5, means that the set of allowed
combinations in the system is the union of all the combinations definéd layd
all the combinations defined ky,. As long as() satisfies the property of being
vital (Definition 3.13) witheither C or C; (or both, of course), there is no fault.
This operator may be extended to expressions of the&ind C; LI --- U C,,.

We call this extended structure of combined s-combs using operatats.a
Testing an observation s-coribagainst arulé&k = C; U Cy U --- U C,, is sim-
ple. One must perform the ill-supercoordination test presented earlier for each
of the p s-combs. That is, for eadh, in R, calculating the result matrig, by
logically ‘and’ing €2 with C}, in an element-by-element fashion (mathematically:
Ry = I NCY). Then, eachiz;, iliness is checked. Due to the nature of the operator
‘U7, it is enough to verify that at least one suélj is a vital s-comb, in order
to conclude that the agents are coordinated. Note that the complexity of such a
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simple rule, that involves no other operators than ‘orQigimp), wherep is the
number of s-combs in the rule.

There may be cases in which the uselofis less efficient, or more difficult
for the designer. Thus, we present the second basic operator, ‘and’, which is
notated by a 1°’. The expressiorC; I C, represents all the combinations that
are found in the intersection of those that are defined'bgnd those defined by
Cs. In other words, the absence of the illness propertyt¥onust hold forboth
C; and(s. In fact, any expression of the fora 1 Cs, might be reduced to an
equivalent s-comb, that represents exactly the same set of combinations. This is
the s-coml”; A C; (a logical-and in an element-by-element fashion betw@gen
andCs). The complexity of computing an ‘and’ rule is alét{nmp), wherep is
the number of s-combs in the rule.

Let us motivate the ‘and’ operator by an example. Suppose that our shop,

and an additional shop with a set of six ageAts= {ar, as, ag, a10, a11, a12} and
the same set of states as in our shop, are running successfully and we would like
the two shops to cooperate. The basic coordination rules of both shops are left
untouched. However, now that two managers are available, we add a constraint
saying that one must always supervise the workers, i.e. at least one of the two
managers must be watching/ATcH) at any given time. Using previous methods,
a new model would have been required. S-combs with only ‘or’ operators might
be easier, but will still require redesigning. This is due to the fact that the current
system allows the manager to either watch or talk to its employees. Using the
‘and’ operator substantially simplifies our task.

Suppose that the shops uRg andR, as policy rules, correspondingly. The
first task would be to assemble all agents into one system. Since we joint the
agents in the two shops to one large shop, there are now 12 agents. Instead of
using s-combs of ordes x 8 we usel2 x 8 s-combs. Then, we must update
definitions from both shops from@x 8 domain to the new unified one. For this
purpose, we expand each s-comb7of with six new rows, 7 to 12, which are
all filled with ‘1's. This ensures that the desired coordination of the first shop is
left untouched — since all rows, except for the first six, are defined as ‘all ones’.
The same is done for the second shop ride, In this case, we will expand the
original s-combs in such a way that they will become rows 7 to 12 of the new
s-combs, and fill rows 1-6 with ‘all ones’. Now, we have both shops running on
the same system, each with its original rules. The only thing left is to add the
management restriction. This may be achieved by allowing one of the following
cases:
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1. When manager 1ANNY, is watching the shopWATCH), the other man-
ager, a;, may either watch WAATCH) or talk with its employees|I{-
NERTALK),

2. When manager 2q-, is watching the shopWATCH), the other man-
ager,ANNY, may either watchWATcH) or talk with its employeesl (-
NERTALK).

This is expressed by two s-combs; the first is

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP

ANNY 0 0 0 0 0 1 0 0
BENNY 1 1 1 1 1 1 1 1

,_.
—
—
e
—
—
—
—

FRENNY
ar
as 1 1 1 1 1 1 1 1

12
MPFE =

o
o
o
o
—_
—
o
o

a1z 1 1 1 1 1 1 1
We build M, in a similar way. Then, we define the ‘manager rule’ tofbg =
Mi U Ms. Finally, we define the rule which merges the rule of our sHgp) (
with the rule of the new shopR;) and the joint rule of the manager&(;):
Rcooperative: Rl M RQ M RM-
The next section presents an algorithm for calculating this kind of rules.

5.2 Computing Complex Rules

This section presents the general algorithm that tests a coordination rule which
includes ‘or’ and ‘and’ operators against a given s-comb interpretation. The algo-
rithm uses dree representatioof the rule. The leaves are the rule’s s-combs, and
the inner nodes are the operators. The algorithm traverses the tree in a bottom-up
fashion and unifies s-combs, reducing its depth. The tree’s depth is incrementally
reduced until it consists of a simple ‘or’ expression that can be easily calculated.
The first phase of the algorithm deals with the logical operators that construct
the rule. The tree reduction is accomplished thronghges An image represents,
for each node in the tree, the possible combinations that are defined by the sub-
tree whose this node is its root. The image is, in fact, one or more encapsulated
s-combs. However, an image logically represents one node. In this way, we work
our way up from the leaf nodes. The sub-tree of every node is replaced with an
equivalent image.
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The translation of a sub-tree is quite simple. It begins, recursively, from the
root and follows depth—first until it reaches a leaf. On its way back, it replaces
each node with an image. The manner in which a node (sub-tree) is translated
into an image depends on the node type. Since the sub-tree replacement is done
during the depth—first backtracking, the node’s offspring are already guaranteed
translation into images. Let us introduce the types of image:

[s-combs:] These are in fact the leaves of the tree; each s-comb node becomes
an image which includes only one s-comb.

['Or nodes:] Each ‘or’ node is replaced by an image that includes all the
s-combs from the node’s image offspring.

['And’ nodes:] An ‘and’ node that has a few image offspring performs ac-
cording to the distribution law. It becomes an image that contains all the ‘and’
combinations between s-combs from each of the offspring. In other words, if a
node hag images offspring, each consisting @fdifferent s-combs, then it will
be replaced with an image that inclucﬁﬁz1 ¢, S-combs. Each of those s-combs
is built of a different combination af s-combs, which are logically ‘and’ed in an
element-by-element fashion.

Algorithm 2 presents the reduction procedure of a complex rule tree to one
image of s-combs. The algorithm obtains the root of the tree and recursively
reduce the tree in a bottom-up manner as described above.

Algorithm 2 ReduceTree(nod®).

1: if N is a leafthen

2:  replace s-comb iV with an image that contains the s-comb
else

for all node: in children of N do

ReduceTree]

end for
end if
if N is an ‘OR’ nodethen

replace all offspring images by one imagewhere/ contains all the s-

combs in the offspring images.
10: else if N is an ‘AND’ nodethen
11:  replace all offspring images by one imafjevherel contains all the com-

binations between the s-combs in the offspring images.

12: end if

© 0N TR ®

In order to demonstrate Algorithm 2, let us refer to the following rule on some
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s-combs’; to Cy:
R=C,U(CouC3) M (CyUCs)) U Ce U (Cr 11 Cs M Cy)

Its tree form is represented in Figure 11. The root has four offspring, two of
which (the first and the third) are simple s-combs. The rightmost is an ‘and’ node
with three simple, s-combs offspring. The second one, is an ‘and’ node, with two
offspring, themselves sub-trees, each consisting of an ‘or’ node and two s-combs
offspring.

Figure 11: The Rule Tree foR.

We show how the algorithm reduces the tree, step by step. The first node is
the leftmost node. Itis, in fact, just a simple s-comb. It is therefore replaced by a
simple image node that includes exactly this s-comb.

Figure 12: Rule Tree Reduction — step 1.

In the next stage, the same thing is done to the next leaf (the s-Cgjrdamd
then to its sibling,C3. Later, their parent node (of type ‘or’) becomes an image
that includes both images. The algorithm then continues the same process on the
next sub-tree, and creates an image consisting'efCs) (Figure 12).
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‘ @1] ’ ‘ [C2*4] [Cz*r;] [C?*A] [C'a*'a]

Figure 13: Rule Tree Reduction — step 2.

() (CzdlC29(Cxd Cxd) (€] | (Crad

Figure 14: Rule Tree Reduction — step 3.

Next, we have an ‘and’ node, with two images offspring, each of which
consists of two s-combs. As we have seen earlier, the ‘and’ node is replaced
by an image that includes all possible combination§@f, Cs} and{Cy, Cs}.
These are the combinationg”s M Cy), (Cy M Cs), (C5 M Cy), (C3 11 C5), for
short,Cs,4, Ca.5, Csia, Csi5 (Figure 13). As we have already mentioned, ‘and’ing
s-combs (1) is in fact identical to an element-by-element ‘and’. Hence, each
of the expression§’,,,, is one s-comb. During the next stage, the nod€'ofs
replaced by an image with only this s-comb. Then the rightmost ‘and’ node, with
three offspring (7, Cs, Cy) is replaced with an image of one s-comb, which is the
result of ‘and’ing those three s-combs &,5,9 (Figure 14). At this stage, we
reach the root ‘or’ node, which has four images offspring.

After reducing the whole tree, we are left with one image. This image includes
multiple s-combs. Thus, in fact, it may be treated as a collection of s-combs that
are all combined by an ‘or’ (t/ ) operator. As we noted earlier, a fault is detected
if for all of them, the result of ‘and’ing witlf2 provides an s-comb with an all-zero
row.

This process is done offline, once, after the rule is defined. Therefore, it does
not affect the complexity of the run-time fault detection algorithm itself. This
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complexity is leftO(nmp), wheren is the number of agents; is the number of
states ang is the number of s-combs in the reduced tree image. The important
property of this complexity is, that for a given form of rujeis fixed. Therefore,

for a given structure of rule, the complexity grows linearly in the number of agents
and states in the system. This is unlike other approaches, which are exponential
in the number of agents and states.

In order to compute the best and worst-case complexity of the tree reduction
process in Algorithm 2, we should find the appropriate best and worst-case tree
structures. Leb denotes the branching factor of the tree @nds height, and
prove the complexity of the best and worst case of algorithm 2.

Theorem 3. The best-case complexity of Algorithm ZJi&").

Proof: The complex rule operators have the associativity property:
(CinCy)n(Csncy)=CcinCy,ynCsnCy

and
(Cll_IC'g)l_l(CgLIC'4):C'1I_ICQI_IC'3|_|C4

Thus, the best-case is a tree that contains only ‘AND’ or only ‘OR’ operators.
In those cases we can simply reduce the tree by operating the ‘AND’ or ‘OR’

operators between the leaf s-comb nodes. Thus, the best-case complexify)is
0

Theorem 4. The worst-case complexity of Algorithm 23$b”(h*”).

Proof: To compute the worst-case, we should clarify again the image compu-
tation in the tree. An ‘OR’ operator just collects all of the s-combs in its offspring
images into one image which @(|image|b), where|image| represents the im-
age size (number of s-combs in the node). However, the ‘AND’ operator utilizes
distribution law

(Cr U Cy) M (Cy L Cy) = (Cy M Cy) L (C1 M Cy) L (G 1 Cy) U (Cy 11 CY)

which includes all the combinations between any of the s-combs indffspring
images, which i$(|image|®). Thus, the tree reduction grows polynomially with
‘OR’ nodes and exponentially with ‘AND’ nodes. The worst case tree structure
contains all internal nodes are ‘AND’ except of the last internal level that contains
‘OR’ nodes (see Figure 15). In this structure the tree reduction grows exponen-
tially in the hight of the treé and in the branching factérin a bottom-up manner.
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In particular, each ‘OR’ node in the last internal level includes isscomb leaf
children. Each ‘AND’ node in the above level operates oveb IBR’ node chil-
dren (where each one of them contabirsscomb). The combination size over the
b ‘OR’ children ist®. In the next above level, the ‘AND’ node operates ober
‘AND’ children nodes, where each one of them contdihs-combs. The number
of combinations ig5?)? = »®*). Inductively, the complexity continues to grow
exponentially in the levels of the tree, where each ‘AND’ node operates over its
children and increases the number of s-combs exponentiallyThus, for hight
treeh, the number of s-combs after reducing the tre@'is ", so the worst-case
complexity isO(b*" ). O

M i

I
VOIS
AEOEOEOO-

Figure 15: Worst-case complexity structure.

6 Hierarchical Structures

Following the previous section, one of the benefits of using s-combs is that defin-
ing a desired complex coordination becomes easier. In order to demonstrate that
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on at least one wide-used system structure we will show, in this section, how to
represent a hierarchical structure [28] using the s-combs concept.

We see a few drawbacks in hierarchical representation, which motivate the use
of s-combs representation:

1. Hierarchical representation treats only agreement between agents, i.e. it
enables to represent plans which should be jointly taken by a sub-team.
However, it does not enable more complex coordination like, for example,
concurrent constraints between agents — two different plans should be op-
erated by two agents concurrently.

2. Hierarchical representation is limited to a strict structure. It does not en-
able, for example, an agent serves in two different sub-teams under some
circumstances.

The use of s-combs, however, facilitates flexible structures with general co-
ordination relations between agents. In addition, while hierarchy is limited to
only representing hierarchical organizations, s-comb can represent any coordina-
tion between teammates including non-hierarchical organizations like in the shop
example.

First, we will briefly define the plan-decomposition hierarchy, and ateam orga-
nization hierarchy (these have been fully described in [30]). A team organization
hierarchy is used to represent a monitored agents’ role. All the agents in the sys-
tem construct g@roup. This group is divided into one or moseibgroups Thus,
for example, the group in Figure 16 is divided into four subgroupsMiufield-
ers, theDefendersthe Forwardsand theGoalies This is a simplified example; a
real system may be further divided irdabsubgroupand so on, where the leaves
of the structure tree are the agents themselves.

A plan-hierarchy is used to represent a monitored agent’s plan. It is defined
to be a directed connected graph, where vertices are plan steps, and edges signify
the hierarchical decomposition of a plan into sub-plans. Each of those groups
and subgroups has a set of group-plans in which it may be found at any time.
For example, Figure 17, presents a portion of the plan-hierarchy used to monitor
the ISIS’97 RoboCup Simulation team [29]. The whole group always selects the
general plantwwinGame Two particular plans are defined for the group, in which
it may select when ‘winning game’ — those &ty andinterrupt . Each of
those is still a group-plan which is applied to all the agents in the system. Under
those plans, each of the subgroups has its own possible plans. For example, when
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the system is executing tH&ay plan, theForwards plan should beAttack

while the Goalies plan should beDefend . Dividing into subgroup plans, in

this figure, is noted by dashed-line arrows, while solid-arrows represent various
options for the same group or subgroup.

Last, when a subgroup selects some subgroup-plan, the agents which it con-
sists of may be in one or more agent-plans. Still in Figure 17, we can see that
the SimpleAdvance plan is connected to the agent-plans (noted as borderless
nodes)ScoreGoal , KickOut and more. That means that the agents of this
subgroup must be in one of those plans.

ISIS'97
Midfielders Defender Forward: Goalie:
Al Ay Az

Figure 16: Teams (groups) hierarchy.

| Interrupt | | —Pla‘v |
A \1 oA
| Defend | | Attack | | widfieid |
Careful Defense SimpleAdvance FlankAttack

= A//W/\

ScoreGod KickOut

Figure 17: Plans (states) hierarchy.

Now, we will show a way to translate the hierarchical plan structure intbea
of s-combs (presented in Section 5.1). First, we will present the rationale of the
process, then, the actual algorithm, and, at last, demonstrate that in our specific
example.
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When examining the meaning of the plan hierarchy, we conclude the following
understandings. Any plan that is ‘split’ to a few plans which are to be apphed
the same subgroupepresented by a solid edge), provides, in fact, a ‘choice node’.
That is, the subgroup must select only one of the split plans. In other words, this
matches th@©Roperator. On the other hand, any plan that is split to a few plans
where each of those plans is to applied for a different subgroup (represented by a
dashed edge), dictates, in fact, the exact plan in which this subgroup should select,
leaving it no choices. In other wordall the split nodes must be executed (each
by a different sub-team). This matches thidDoperator. At last, anggent-plan
(noted here as a borderless node) should be applied to each of the agents in the
sub-team that points to this plan.

It is worth to mention, that a subgroup node which points to agent-plans is
in fact equivalent to a more expressed form, which treats each agent as a one-
agent-subgroup. Each of those agents is allowed to be (in service of the particular
subgroup-plan) in one of the pointed agent-plans. This situation may be defined
by a single s-comb, in which for all the agents in this subgroup only the pointed
agent-plans are on1(), and for all other agentsll the plans are on (rows of ‘all
ones’—that means ‘don’t care’). The algorithm itself appears in Algorithm 3.

The first line of the algorithm starts a loop over all the nodes in the tree. For
each of those node, the type of node is being checked, and an action is taken in
accordance. Line 2 detects choice nodes — nodes that are split to several optional
plans for the same group. These nodes are replcacedM®tindes (line 3). Line
4 detects subgrouping nodes — nodes that specify one plan to each sub group.
These nodes are replacedADnodes (line 5). Line 6 detects agent-plans nodes.
This nodes define a set of plans for a specific subgroup. Each of these nodes is
replaced by s-combs, in which rows that match the agents in the subgroup, have
‘1’ in the columns that match the allowed states according to the plan. All other
rows are all-ones (line 7). Finally, after all the nodes were replaced, we have a
tree that matches the s-comb rules representation. The algorithm returns that tree
(line 10).

Now, let us demonstrate the algorithm using Figures 17 and 18. The root is
a node which its offspring are still related to the whole group (just like the root
itself), hence it becomes &@Rnode. Then, thénterrupt and thePlay nodes
are nodes which each of their offspring are related to a different subgroup. Hence,
those nodes beconfeNDnodes. The nodes in the next le@#fend , Attack
Midfield , etc. point to other nodes which are related to the same subgroup.
For example, the nodattack is related to the Forwards group, and so are its
offspring, SimpleAdvance andFlankAttack . Hence, all of those nodes
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Algorithm 3 PlansToRule(plans-treg).
Return a rule of s-combs representing the given plans-tree.

1: for all node: in 7" do
2. if i's offspring refer to the same group athen
replacei with anORnode
else ifi's offspring refer to different subgrouplsen
replace; with anANDnode
else ifi's offspring areagent-planghen
replace with ans-comb node, in which all the agents of this subgroup
have only the pointed planswhile the other plans(’, and all other
agents’ plans are all ones
8: endif
9: end for
10: returnT’

N aR®

becomeORnodes. Last, the nodes in the next level esgmpleAdvance point

to agent-plans. Hence, we should replace them with an equivalent s-comb. For
example, the s-comB'sinpieadvance  has the value of one for the relevant sub-
team members (the ‘forwards’, which includds, A, and A3) only in the plans

of ScoreGoal andKickOut (and possibly for other pointed plans). For each
agent of other teams the s-comb includes ‘all ones’ rows. The rule tree is presented
in Figure 18.

|
/ \
g

Figure 18: Rule tree.
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7 Adding Dynamics

Until this point we defined the states in which each agent is found at a given time.
A more complex system may define ‘dynamics’ rules. In this section we will
examine two possible extensions to the system, that relate to that aspect. These
are:

Temporal rules: Adding rules that restrict the set of states an agent might choose
according to its current state.

Dynamic policies: Allowing the policy to be changed according to environmen-
tal conditions.

The next sections explain these topics in details.

7.1 Temporal Rules

A temporal rule is a rule that further restrict the latitude of the agents’ states, by

defining allowed ‘transitions’ from one state to another. That means, that the set of
states to which an agent might position itself at tilme 1 depends on its position

at timet. The transition, thus, is a function that maps each state to a set of states,
or, in other words, to a superposition:

Definition 7.1 (Transition function). LetS = (A, S, B, A, ¢) be some system. A
transitionover F is a function

7:S5—|95].

The transition lets the agent latitude of choosing certain states to move to (unless
consists of one state exactly). However, it clearly defines which states might be
chosen and which might not. For example, in the shop system, we may define
such rules as:

e An agent maySELL only afterNEGOTIATE.

e An IDLE state will not take place afterBREAK.

In fact, each such rule can be broken down to the most fundamental rules: Either
can states; be chosen aftey; (thatis,s; € 7(s;)) or it cannot ; ¢ 7(s;)).

We may define as many as? Boolean rules of this kind; from each state to
each state. Algebraically, we represent the transition function ustranaition
matrix
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from\to BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuIP

BREAK 1 0 1 0 0 1 1 1

IDLE 1 1 1 0 0 1 1 1
NEGOTIATE 1 1 1 1 1 1 1 1

MEXE — SELL 1 1 1 1 0 1 1 1
~ INNERTALK 1 1 1 0 1 1 1 1
WATCH 1 1 1 0 1 1 1 1

GUARD 1 1 1 0 1 1 1 1

EqQuiP 1 1 1 0 1 1 1 1

Figure 19: State transition matrix.

Definition 7.2 (Transition matrix). LetS = (A, S, B, A, ¢) be some system with
a transition functionr defined on it. Théransition matrixis a Boolean matrixd/
of orderm x m (wherem = |S|), such that

mij:]_ <~ §j ET(SZ').

In other words, ifm;; is 1, it means that state; can follows,. Ifitis O, thens;
can never be chosen aftey.

Thus, each row in this matrix actually representgi). An example to such a
transition matrixis given in Figure 19. This matrix, in the shop system, includes
the two rules presented above, as well as few others. For instance, in this matrix,
m12 = 0, which means that, (IDLE) can never be taken after (BREAK).

Having the transition matrix, we can predict the states that an agent might
choose. If we know that an agent is currently positioned at statben its next
position must be in(s;). We do not always know the exact position of the agent.
Instead, we assume it is superpositioned in one of few possible states. Thus, if the
agent is superpositioned in eithgror s;, then its next position must be either in
7(s;) orin(s;). In other words, it must be in(s;) U 7(s;). In the general case,
if, at time ¢, the agent is superpositioned in some set of stdteS S, then its
position in timet + 1 must be in

U T(sk).
SKESt
Using the transition matrix, we can easily calculate this algebraically. The super-
position of an agent at timemight be given as a Boolean vectdrof orderm,
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(wherem is the number of states ifi) in which v; represents whethef belongs

to the superpositionvf = 1) or not (! = 0). By multiplying it in M, we get

a Boolean vector of order: that represents the set of states in which the agent
might be superpostioned at- 1:

7 M =gt

To understand this equation, recall the way we defined the Boolean matrix product
(see Definition 3.2). According to this, tlith element inj**! is given by

m
\/ U}; N Mg
k=1

The meaning of this is that for the element to be 1, it is enough that there is at least
one suchk that providesl, A my; = 1. my; is 1iff transition from state;, to s; is
allowed. So if the agent might currently bedn(i.e.,v, = 1) and transition from

this state to state, is allowed (i.e.,m;; = 1), the agent might be ig; att + 1

(itt = 1). Extending this calculation to the whole system is straight forward.
This provide a prediction of the next possible states:

Definition 7.3 (Prediction supercoordination). Let M/ be a transition matrix
over some systef LetQ)! be an s-comb which is the interpretation of the agents’
observation at time. Theprediction supercoordinatidior the possible states of
the agents attime+ 1 is

P =Qf - M.

The predictionP!™! is an s-coord that describes all the possible states of the agents
attimet + 1.

Let us now demonstrate a transition matrix in a context of a full system (the
shop domain). Suppose that at timjean agent;, was superpositioned in states
BREAK andIDLE (s; ands,, accordingly). That means, we know — according to
observation — that it must be positioned in one of those states. The appropriate
row in the s-comk2! will therefore be

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP
Qb= ( 1 1 0 0 0 0 0 0 )

Using the transition matrix, we can predict the states to whicimight move.
Intuitively, based on the matrix in Figure 19, we can see the following:
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e From states; (BREAK), transition is allowed to all states bsif, s, andss
(IDLE, SELL andINNERTALK).

e From states, (IDLE), transition is allowed to all states bt andss (SELL
andINNERTALK).

Since we do not know if the agent is currentlysinor s,, we assume that it might
move to any of the states in the union of the above options. In this case, the union
is all the states bui, ands;. Mathematically, this is exactly what we will get in

the kth row of the ‘prediction’ producP!*! = Qf . M:

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQUIP
Pitl= (1 1 1 0 0 1 1 L.

At time t + 1, we will have a new observation, which, after interpretation,
will produce Q. Suppose that agenf, was observed iTALK. In this case,
it is interpreted as being superpositioned BREAK, NEGOTIATE, INNERTALK,
WATCH} — s4, s3, s5 andsg, accordingly (the interpretation matrix is given in
Figure 4). Thekth row inQ*! is therefore

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP
ittt = (1 0 1 0 1 1 0 0 ).

Now, we have two different indications as for the possible superpositiap at

t + 1 — the observation and the prediction. Both must exist. That means, the
agnet is superpositioned only in states that are fourbth Q!*! and P**!. This

is theresolutionof the possible positions of the agents at 1. Formally:

Definition 7.4 (Resolution supercoordination).LetS be some environment, with
a transition matrix M/ defined on it. LetP' be a prediction s-coord for time
(based on observations at— 1), and letQ2* be an observation s-coord of the
agents’ states at time Theresolution s-coor@f the agents at timeis given by

Rt = Qf A P

Thus, an element; = 1 means that at timg agents; might be positioned in
s, accoording to its actioand according to prediction from its former action at
timet — 1. Otherwisey}; will be 0. In our example, théth row of R*** will be

BREAK IDLE NEGOTIATE SELL INNERTALK WATCH GUARD EQuUIP
Ritt = (1 0 1 0 0 1 0 0 ).
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In this case, the transition matrix prediction helps us narrowing the possible su-
perposition to three possible state. If we had used the observation alone, we would
have got four.

Using the above mechanism, we can go one step ahead. Not only can we
predict the next states, but we can also better understand the former states. This is
important, since the coordination of the agents at timedies on their coordination
att — 1. If we find that att — 1 there was a fault, it might imply that the current
coordination is faulty as well. Remember that using observations does not provide
the exact states of the agents, but only a set of possible hypotheses. Therefore, it
is possible that at time— 1 there was a fault that we could not detect, according
to theoptimistic approach{Section 4).

For that reason, it is important that when we get new information, we will
re-examine former states. This can help us detecting faults that had occurred a
short time ago. This is important, since this might imply that the cooperation of
the agent is broken, and their current states violate the policy. Re-calculation of
the states in — 1 is done in a very similar way to predicting the states# 1.

By transposing/, we getM ™. This matrix is the opposite of/, in the sense
that it describes, for each state, what possible states mighpnesededt. In M,
if m;; is 1, it means that; might follow s;; in this casem]TZ. = 1, which means
that if at some time an agent is found in statg, then it is possible that its former
state was;.

Therefore, similarly to the way we have foutd according tad2!~!, we can
use the resolution s-coor@ to find the possible statesin- 1. This reevaluation
of the states it — 1 is given in the following definition:

Definition 7.5 (Former supercoordination). Let S be some environment, with
a transition matrixM/ defined on it. Let?! be the resolution s-coord for time
(based on the observatidgf and the predictionP?). Theformer s-coordF*~! is
the s-coord

Ft=R.-M"

In this s-coord, if an elemer)‘tfj‘1 is 1, it means that the states of agenat time
t imply that it might has been in stajeat timet — 1.

Now, we have two indications for the possible states of the agerits-4.
First, there is the observation at this time, which is the s-cé¥rd. Second,
there is the former-supercoordinatioA~!. In fact, in most cases, instead of
Q=1 we can use the resolution s-codd~!, which is based on the predictions
from timet¢ — 2. We can then calculate a better hypothesis of the states at
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Definition 7.6 (Bidirectionally evaluated hypothesis).Let S be some system.
Let R'~! be a resolution s-coord of time— 1 (based on observation at— 1
and prediction from the states at— 2). Let F*~! be a former s-coord of time
t — 1 (based on the resolution s-coord of tije Thebidirectionally evaluated
hypothesisi’~! is given by

Htfl — thl /\Rtfll

If we replaceF"~! and R*~! by their full definition, we will get the following
expression:

H™ ' = (R M"Y A Q7P A Q2 M),
This is why we call it a bidirectional evaluation: For the evaluating of the hypothe-
sis attimef — 1, it combines former information (from— 2) and later information
(from t). This helps us find faults that could not be detected immediately. In the
same manner, the coordination of former times, sucdh-a8, ¢t — 3 and so on can
be checked as well.

7.2 Dynamic Policy

In the system definition (Definition 3.18), the policy is defined as a Boolean func-
tion that maps each coordination to ‘legal’ or ‘illegal’. However, we can extend
this to a wider range of system designs. A designer might need a system that
defines different policies for different environmental conditions. Mathematically,
such conditions of the physical environment provide a set of key/value pairs, as
described in the following definition:

Definition 7.7 (Physical environment description).A physical environment de-
scription is a set of key/value pairs, of the form

V = {(key,valua), (key, valug), ..., (key,, value)) } .

It is up to the designer to define the environmental keys and their possible values
in a specific system. For example, a typical environment description of a military
unit that is moving around might be

V = {(time, 17:34, (location NorthEas}, (surfacedesery} .

In order to have different policies for different environments, the former definition
of the policy must be changed. In Definition 3.10, the policy is defined as

¢ : {coordinations oveE'} — B.

Now, we should redefine it, as a function that takes two arguments:
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Definition 7.8 (Environmental-aware policy). Let E¢ be the set of all pos-
sible coordinations over some environmdit= (A, S), and letV,, be the

set of all possible physical-environmental descriptions for a given system. The
environmental-aware polidg a functiony, defined as:

¢ : E° Vg — B.

For a given coordinatiorC' € E¢, and a given descriptiolt € Vg, the function
©(C, V) is 1iff the coordinatiorC' is allowed under the conditions &f.

In Section 5.1, we define the policy using a rule. In order to let the policy be
aware of different environmental descriptions, this rule is not enough. A possi-
ble solution is to define different rules for different environmental-descriptions.
When trying to find out if a specific coordination is legal or not, the policy will
determine the rule that satisfies the provided environmental description. However,
in this approach, we will have to hold as many rules as the possible environmental
descriptions. If few different descriptions require few different policies, then each
of them will use a different rule. If those rules are similar in most parts, then a
lot of duplicated information will be used. This approach suffers of few major
disadvantages. It requires more space to hold it; it requires more time to define it;
and it is more susceptible to mistakes and inadequate maintenance.

We suggest a different approach for the definition of such an environmental-
aware policy, which we callynamic policy We take advantage of the rules pre-
sentation, which is modular by nature. For this, we introduce a new operator:
‘ — ' — the conditional operator — in additional to the ‘orl() and ‘and’ (')
operators. Like any conditional operator, this operator consists of two parts, the
condition and the rule:

[condition | — Rcondition

If the logical value of the condition iIFRUE (i.e. Boolean ‘1), then the
rule is calculated. Otherwise, it is ignored. Formally, expressions of the
type R U ([cond | — Reong) OF R M ([cond | — Reond), Will be calculated as

R U ReongOF R I Reong, @ccordingly, ifcond = TRUE. Otherwise, the expres-
sions will be calculated as ju&.

Let us demonstrate that by an example from the shop domain. In addition to
the common policy of this system, we would like to define a slightly different
policy for the Boxing Day. In this day, the storekeeper and the guard are allowed
to sell, as long as one of them is guarding. From any other aspect, the Boxing
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Day policy is identical to the common one. For this purpose, we define a simple
environmental description for this domain, which contains the date. Any check
of the legality of a coordination will now be done according to the date. In this
example, the policy for the Boxing Day allows all the common coordinatioins,
those of the ‘Boxing Day Rule’. Therefore, we will use the OR operator)
which is equivalent to coordinations union. Let us notate the common policy with
Rcommon and the rule that allows the storekeeper and the guard to sRli&sq.

Each of them is a rule that combines several s-combs with differerdand M
operators. The complete policy rule is

Rcomplete: 7zcommonu ([Date = BOXingDay ] - Rboxing)~

For example, assume th&common IS (C1 U C2) M (C5 U Cy), and Rpoxing 1S
Cs U Cg U C7 (where all theC,, are s-combs). Then the definition of the com-
plete policy is

Rcomplete= ((01 (] 02) 1 (03 U 04)) L ([Date = BoxingDay ] —> (05 L Cs U 07))

This rule will be calculated differently on Boxing Day than on any other day in
the year.

In the tree representation, we will notate the left-hand side of the conditional
operator — the ‘condition’ — as a node (call df “ node). Its single offspring
is the root of the right-hand rule in the condition. An example for such a tree is
given in Figure 20. In this figure, the root is @Rnode. Its right-hand subtree will
always be calculated. Its left-hand subtree will only be calculated if the condition
‘Today = Boxing Day’ isTRUE

The algorithm for calculating a dynamic policy rule is based on the algorithm
described in Secion 5.2. In that algorithm, the rule tree is searched in a DFS way,
and in the way back from the leaves, each node is being flatten according to its
type. However, in oppose to other nodes, lfhenodes are being calculated in the
first part of the DFS, that is, during the search downwards.

When getting to such a node, its condition is being checked. If it is false, then
this branch of the tree is being completely ignored, as if it is not there. Otherwise,
the offspring of thdF node is directly connected to its parent, instead oflkhe
The DFS then continues as usual.

To summarize, the s-combs rule notation provides a natural way for the defi-
nition of a dynamically-changed policy that is aware to the physical environment.
The complexity of such a rule in the worst case, is identical to this of a static
rule (the worst case assumes that all conditions in the tre€RE. However,
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IF [Today = BoxingDay]

RBoxingDay subtree Reommom SUbtree

Figure 20: A schematic view of the dynamic ‘shop’ policy

in practice, some of the conditions are false, which leads to a faster calculation.
This is a good example for the advantage of this notation, which allows reuse and
flexibility.

8 Summary and Future Work

In this paper we presented a new formal approach to team coordination represen-
tation. We defined a new matrix-based notation—the s-combs—which serves as a
general framework for coordination design and definition in multi agent systems.
The s-comb is a compact way to represent multiple agents’ coordination in one
structure. We showed that the matrix-based structure enables an easy and intuitive
way to define flexible and scalable coordination between teammates. In addition,
this structure enables the using of the normal operations and attributes of matrices,
which yields interesting information on the agents. Based on this representation
we presented an efficient observation-based fault detection algorithm. The space
and time needed for this algorithm are mainly dependent on the complexity of the
rule—how many s-combs are involved and in what kind of relations, and not on
the team size.

We presented how the representation of Boolean-matrices rules is modular
and flexible. An example for that was introduced, in the reuse of existing systems.
Another example is the simplicity of importing other system models, such as hi-
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erarchical team model, into the s-comb representation. The last section extends
the representation by adding dynamical aspects. The representation advantages
are well emphasized in these extensions. Temporal rules are naturally added to
the system, utilizing the algebraic properties of matrices. Dynamic policy can be
achieved by simply adding conditional operators to the rules.

This research is novel in that it presents a general and efficient solution that
eases the design of coordination requirements and allows modularity and reuse of
already existing systems.

In the future we plan to add partial observation capabilities which will find the
minimum set of agents that will together provide the complete information, or at
least the best possible information. Combining this with explicit communication
among agents may result in a system that is cheap in resources, yet very reliable.
In addition, we plan to extend the use of s-comb rules beyond the limit of fault
detection. This representation can be used to allow a wide range of utilities, such
as proactive fault prevention, decision making, fault analysis and system recovery.
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