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Abstract

A competitive multi-swarm system, is a system with two or more distinct swarms

of simple agents, with limited local knowledge, sharing the same environment and

resources, where each swarm's goal is to outperform the other swarms.

In this work, we developed a general model for multiple competitive swarms

from game theoretic perspective. We formulated the individual and global utilities

for K -swarms competition, based only on a single assumption of zero-sum game

between two individual players from di�erent swarms. A special case of two swarms

competition is shown to be a zero-sum game, and a possible extension to zero-sum

game for the K -swarm case is presented.

To show the applicability of the model, the theory is applied into the �eld of

competitive robot swarms. Global and individual utilities, and the estimation of

the individual player's impact on its surroundings are presented as a function of

times, to support applicability to any generic task. One result from this approach

is that a robot can increase its swarm's utility not only by performing its original

task, but also by interfering in its opponents' performance of their tasks.

We propose a learning process for each individual robot in multi-swarm com-

petition, by calculating its own reward, and providing a general way for evaluation

and selection of its possible actions. The proposed learning model tries to over-

come the gap due to the partial information known to each robot, by considering

the swarm identity of the other robots during each interaction, and approximating

di�erences between the swarms.

As an example, the general model is applied for the more speci�c sub-�eld

of multi-swarm competitive foraging. It examines the model on the unexplored

problem of how robots in a competitive multi-swarm environment should interact

during spatial con�icts, in order to outperform the other swarms.

ii



The proposed model has been validated and tested through an extensive series

of simulated experiments, including two- and three-swarm competitions, in various

densities, with and without learning. Part of the experiments were expanded for

cases of a learning swarm with initial disadvantages. The results show that a

learning swarm performed at least equally and usually better than a non-learning

swarm, which uses a prede�ned policy. Surprisingly, in many cases, the overall

score of all the swarms together increased when competition was involved.
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Chapter 1

Introduction

Swarms are collectives of multiple simple agents with only limited and local com-

munications, and no central control [29, 53, 7]. The agents typically act towards a

common goal and share resources. Swarms are easily found in nature, for example

in bird �ocks and �sh schools. Such natural behaviors inspire arti�cial systems,

e.g., in Swarm Robotics [46, 57, 6, 5].

A Competitive Multiple Swarm system, is a system with two or more dis-

tinct swarms, sharing the same environment and resources. In such systems, each

swarm's goal is to score better than the other swarms, where score is quanti�ed in

some task performance measure. Unfortunately, there is little research on multiple

competitive swarms (see Chapter 2 for more details).

We take competitive foraging as an example for the task to be performed by

the competing swarms. Foraging is a domain of swarm robotics, where robots

are repeatedly searching and collecting items, and carrying them to a home base

[30, 62, 34]. Foraging results are usually measured by counting the number of

collected items, by the whole swarm. In competitive swarm foraging, the winning

swarm is the one that collectively brought the highest number of items to their

home base.

In this work we develop a game-theoretic model for multiple competitive swarms.

We concentrate on robots' spatial interactions, and more speci�cally on the chal-

lenge of how robots in a competitive multi-swarm environment should interact

during spatial con�icts, to outperform the other swarms.
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This is challenging because the robots cannot communicate with each other.

Thus, global information such as the collective score of a swarm or the total number

of members in each swarm, is unknown to any of its member agents.

We apply reinforcement learning methods to train robots individually in a com-

petitive multi-swarm environment. The proposed learning model tries to overcome

the challenges due to the partial information known to each robot, by considering

the swarm identity of the other robots during each interaction.

This work is organized as follows. Chapter 2 provides background and review

of related work. It �rst reviews swarm robotics, cooperation and competition in

swarm systems, and multiple robot coordination. It then reviews reinforcement

learning in the context of multi-agent systems. The chapter concludes by refor-

mulating previously proposed competitive coordination model notation, to �t the

context of this work.

Chapter 3 takes a game-theoretic view for the case of multiple swarms. It

starts with extensive form game which is then represented as a series of normal-

form game, using zero-sum game assumption for competitive games. The chapter

then formulates the global utilities, concluded by �nding the individual player's

contribution to the swarm utility di�erence, while taking into account also the

impact of the absence of a player.

Chapter 4 applies the theory introduced in the previous chapter to competitive

robot swarms. It de�nes the global and individual utilities as a function of time for

a generic multi-swarm competition, by estimating the individual player's utility

and the e�ect on its surroundings. It then de�nes the learning process of each

individual robot in multi-swarm competition, by calculating its own reward, and

providing a general way for evaluation and selection of its possible actions.

Chapter 5 uses the proposed model for a more speci�c case of multi-swarm

competitive foraging, and proposes an experimental environment and settings. It

adopts the previously proposed model to competitive foraging, and de�nes relevant

action sets and policies. Concludes by proposing approximations to the reward

functions, due to partial information of the individual robot.

Chapters 6 and 7 describe and discusses experiments and results which support

the proposed theory and learning model. Chapter 6 examines various baseline

cases using the proposed models and validates the assumptions made as a basis

2



for the model. Chapter 7 elaborates on the case of non-identical program executing

behavior for di�erent swarms, and in particular when one of the swarm has some

kind of advantage over the other, and a case of three swarms competition.

Finally, Chapter 8 discusses gaps found in this work, open questions and

thoughts raised during experiments, and propose directions for future work. Chap-

ter 9 concludes and summarizes this work.
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Chapter 2

Background and Related Work

Our work is related to several areas in multi-robot and multi-agent systems. We re-

view related work in these areas, and their relation to this work. We review swarm

robotics, cooperation and competition in swarm systems, and multiple robot co-

ordination. We then review reinforcement learning in the context of multi-agent

systems, and conclude by reformulating previously proposed competitive coordi-

nation model notation, to �t the context of this work.

2.1 Swarm Robotics

Swarm robotics is an approach to robotics that takes inspiration from the self-

organized behaviors of social animals and insects, which provide fascinating ex-

amples of how a large number of simple individuals can interact to create col-

lectively intelligent systems [46]. Through simple rules and local interactions,

swarm robotics seeks to generate robust, scalable, and coherent collective behav-

iors for large numbers of robots [8]. In contrast with traditionalmulti-robot systems

which use centralized or hierarchical control and communication systems, that al-

low all robots in the system to coordinate with each other, swarm robotics adopts

a decentralized approach in which the desired collective behaviors emerge from

the local interactions between robots, and between robots and their environment

[47]. Therefore, in a swarm-robotic system the robots' sensing and communication

capabilities are local, and do not have access to global knowledge. Essentially,
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single-swarm of robots addresses cooperative behavior, acting towards a mutual

goal, even though the individual robots may not be aware of it. Robot swarms can

either be homogeneous or heterogeneous in terms of hardware, software, behavior,

parameters and goals [28].

Examples of swarm tasks include coverage [45, 50], patrolling [19, 31], collective

motion [60, 69], mapping [44, 16] and more. Many practical and potential applica-

tions of swarm robotics are unmanned aerial vehicles (UAVs) [12], spacecrafts [37],

autonomous underwater vehicles (AUVs) [49], ground mobile robots [3], and other

swarm-robotic based applications in hazardous [40] or unknown [24] environments.

A canonical task of swarm robotics is Foraging [34, 67, 13, 55]. As described

in [62], foraging robots are mobile robots capable of searching for, and when found

transporting objects to, one or more collection points, called home bases. Foraging

may be carried out by an individual (i.e., a single robot in the swarm), or in groups

(multi-robot swarm), as in our work. Examples of potential real-world applications

of foraging robots include mine-clearing, hazardous waste clean-up, and search

and rescue tasks [51]. In this work, we use foraging as a basis for a multi-swarm

competition.

A major challenge in swarm-robotic systems, is resolution of spatial interac-

tions or con�icts. Spatial con�icts must be resolved since robots cannot share the

same spot at the same time. There are many approaches to collision avoidance

and resolution, each may in�uence di�erently on the overall performance. There

is no single perfect policy for collision avoidance in swarms [43]. Therefore a re-

inforcement learning based approach is used to adjust the reactive coordination

method to use in each con�ict [18, 27]. In this work we propose a model for the

open question of how robots should act during spatial interactions in settings of

multiple competing swarms to best perform.

It is also challenging to estimate the in�uence of a speci�c action in a limited

information system. The work by Erusalimchik et al. [27] has examined the use of

the ratio of collision avoidance time as a substitute for the robot's estimation of its

own utility. In particular, minimizing this ratio was proposed to be an alternative

to maximizing the swarm utility. However, this conjectured connection was not

satisfactorily proven in their work. The work by Rosenfeld et al. [43], shows that

there is a strong correlation between interaction costs and group performance.
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The more a robot, or a group of robots invest on the global task, the lower their

con�icts duration, and therefore, their performance is higher. Thus, the gains of

the swarm, and of each robot individually, are proportional to the total program

execution time of the swarm. We build on Douchan et al. [18] and assume that the

utility of a player from an interaction is a linear combination of both the con�ict

and the program execution durations. We expand the latter to the competitive

multi-swarm case in Chapter (4).

2.2 Cooperation and Competition in Swarms Sys-

tems

Collective behaviors of complex systems emerge from local interactions among

individuals [25]. The interaction type can be either cooperative or competitive. In

this work we investigate the case of at least two distinct swarms, and the in�uence

of interaction type on the overall performance.

Cooperative behavior refers to interaction among robots along with increasing

the system's overall utility. Hence, all the robots in the system interact and work

for a common goal or reward [59]. Various illustrative examples of cooperation

within a single swarm, are motion planning [17], foraging [30], and cooperative

search [38]. Another example of a single-swarm system is shown in [42], questioning

whether cooperative or competitive behavior between agents with a common goal

should be preferred, resulting with a preference for cooperation. We preserve the

cooperation within the swarm, and expand the problem to a multi-swarm system

case. In this work we demonstrate that a certain type of a competitive behavior

between distinct swarms is either equal or better than cooperative behavior both

for the competitive swarm, and for the overall performance of all swarms.

Competitive behavior, which is the opposite of cooperative behavior, refers to

the case in which multiple robots compete among themselves in order to satisfy

their own individual interest [59]. Examples of competition between individual

robots are [20, 48]. Another di�erent �eld related to competitive behavior is mul-

tiple agents in adversarial environments. The works [1, 66] discuss area coverage

in a known adversarial environment, or patrolling along a perimeter to increase an
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intruder detection probability. However, these works did not consider swarms.

In a competitive swarm behavior, each swarm's goal is to outperform the other

swarms. Some works dealing with multiple swarms competition, are [15], where

two UAV swarms are trying to destroy each other; In [14], one swarm defends an

area by collectively surrounding the attackers' swarm; and [52], where the swarm

of defenders try to block the other swarm from intruding into a protected area.

The last three competitive swarm works are di�erent from ours as follows: the �rst

two do not include game theoretic analysis and approach, and the last one does

not involve learning.

We address multi-swarm competitive settings. All swarms have the same goal,

which is to compete on the same limited resources and outperform any other

swarm. Previous works [18, 27, 43, 22] have been applied to cooperative single

swarm systems where the goal is to achieve the highest possible score. However,

in competition, a better score may be achieved by interfering with the other team,

preventing them from achieving scores, by concentrating on scoring, or using a

combination of both. In multiple swarm systems, spatial interactions occur either

within the swarm (intra-swarm collision) or between swarms (inter-swarm colli-

sion). Therefore, techniques and models from the above works, cannot directly be

applied to multi-swarm competitive systems.

2.3 Reinforcement Learning in context of Multi-

Agent Systems

An agent using reinforcement learning (RL) learns by interacting with its dynamic

environment [10, 61, 26, 54]. At each time step, the agent perceives the state of

the environment and takes an action, which causes the environment to transit into

a new state. A scalar reward signal evaluates the quality of each transition, and

the agent has to maximize the cumulative reward along the course of interaction

[10].

Multi-agent (MA) learning has received attention in the past years [68, 23,

56, 9, 65, 32, 39]. When designing multi agent systems, it is impossible to predict

all the potential situations agents may encounter and specify all agents' behaviors
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optimally in advance. Therefore, agents in such systems should learn from, and

adapt to their operating environment and their counterparts [64].

Multi-agent reinforcement learning (MARL) may be used either due to the

complexity or the decentralization of the system. [9, 39, 64]. We use such tech-

niques in this work, where agents may learn either to coordinate or compete with

other learners.

The game-theoretic analysis and experiments of single-swarm systems in [18,

27, 43] show convergence to signi�cantly improved results using reinforcement

learning, when compared with a predetermined �xed baseline. These works showed

that multiple action policies within a single swarm can be bene�cial to the overall

score of the swarm. We hypothesized and show in this work that the improvement

using MARL resulting with multiple action policies, can be achieved in competi-

tive multi-swarms systems. However, the di�erence between the single cooperative

swarm of the previous work, vs. competitive multi-swarm systems in this work,

requires distinguishing and treating di�erently inter-swarm and intra-swarm inter-

actions. Distinguishing also in�uences rewards, evaluations, policies and behaviors.

The work of Yang and Wang, [65] shows learning in zero-sum games, but for

individuals rather than for swarms. An approach to reinforcement learning in

multi-agent general-sum games is described in [33], where a learner is told to treat

each other agent as either a �friend� or �foe�. Unlike our work, this work analyzed

the case for multiple individual agents, maximizing their individual reward, and has

only two types of players. We were inspired by this approach during this research,

and expand to swarms of players, where the considered reward is aggregated over

the swarm rather than individual player. Furthermore, we expand the approach

from two types to K types, i.e., K di�erent swarms.

An approach we use in this work is the Wonderful Life Utility (WLU), pre-

sented in [63]. WLU is the marginal contribution made by the agent to the global

utility. In other words, it is the di�erence between the group utility with the

agent, and without it. It is known that agents that learn with WLU as a utility

function play a potential game with the global utility as the potential function

[35, 2]. WLU is expected to make each agent's utility more learnable by removing

the unnecessary dependencies on other agents' assignment decisions, while keeping

the agent's utilities aligned with the global utility.
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To conclude, there are multiple previous works on each of the related sub�elds.

However, the challenge of how robots should act during spatial interactions in

settings of competitive multi-swarm system, is still open.
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Chapter 3

A Game Theoretic View of

Multiple Competitive Swarms

A Competitive Multiple Swarm System, is a system with two or more distinct

swarms, sharing the same environment and resources, where each swarm's goal is

to outperform any of the other swarms. Each swarm is composed of agents with

limited knowledge, and the swarm score is function of all of its members' individual

scores.

This chapter applies a game-theoretic view to competitive multiple swarm sys-

tems. In Section 3.1 we present the game between competitive swarms as an

extensive-form zero-sum game. Under certain assumptions this is transformed

into a sequence of normal-form games of di�erent types, i.e., a Markov game. We

then de�ne the di�erent types of games based on the swarms involved, and further

formulate the utilities of individual agents and of each swarm, in Section 3.2. In

Section 3.3 we use the Wonderful Life Utility (WLU) function to determine the

marginal contribution of an individual player to the utility, to overcome the limited

knowledge of an individual.

3.1 Game Models of Competitive Swarms

A swarm is composed of agents with limited knowledge, and with local awareness

of their surroundings: the agents do not have any global information about the
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game, and cannot communicate with any other agent. Agents interact with other

agents, resulting in individual utilities. The aggregation of all individual utilities

is of the swarm's global utility. The swarms seek to each achieve greater global

utility than the others.

Previous works [27, 18] modeled a single swarm cooperative task as a game,

which interactions occur between players. Each single player selects an action to

be performed from a prede�ned set. Individual utilities are generated from the

combination of the individual actions.

We expand the representation of the single cooperative swarm to the case

of multiple competitive swarms, as a basis for this work. In a multiple swarm

competitive game, it is important to distinguish between interactions with players

of the same swarm (intra-swarm interactions), to cooperate with, and players from

a di�erent swarm (inter-swarm interactions), to compete with. In this work we

assume that a player can identify the swarm identity of other players with which

it interacts, but not their individual identity.

In the general case, there are K competing swarms. We denote the K partic-

ipating swarms as S = {S1, ..., SK}, where each swarm Sk ∈ S, is comprised of

Nk players, with total number of players from all swarms, of N =
∑

kNk. In each

interaction between players, each player selects an action from a prede�ned set,

a ∈ A. Once an interaction has been concluded, each of the participant players,

is rewarded an individual utility value, marked u. The global utility of a swarm,

is a function of all individual utilities of its players.

We use a simple running example of a game with two competing swarms, to

illustrate. Fig. 3.1 shows the extensive form game, for two competing swarms,

assuming interactions of two types, either intra- or inter-swarm, marked Friend or

Foe, respectively, and a set of two possible actions to perform in each interaction,

marked as Left or Right. Here we assume that there are at least three players in

the game, the player of interest, Pi, and at least another player from each swarm,

marked Pj from other swarm, and Pl from the swarm of player Pi.
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Figure 3.1: Extensive form game of a player interacting with a friend or a foe, for
the case of two competing swarms.

In this example, the root node of the game tree, represents the interaction

type, known to the players, marked as a selection of Nature, i.e., none of the

participants can select the identity of the opponent player. The next two layers

represent the simultaneous choices of player Pi and the other player, Pj or Pl, for

action. The players are aware of the other players' swarm-identities, but not their

choices of actions. The process described above in the �rst three layers, repeats for

any interaction until the game ends. Note that at the end of each interaction, all

participants are rewarded with a utility value, which contributes to their swarm

utility, as detailed in the next subsection.

In principle, the utilities of the players can depend on the history of the states

and joint actions played from the game start until the current interaction. We

follow previous work [18] in assuming the Markov property, meaning that given a

game state, the utilities do not depend on the complete history of all joint actions

performed, but rather on the game state immediately preceding the interaction,

and the actions taken by the players in the current interaction. This also means

that no matter what interaction it is, as long as the state and the joint actions

remain the same, the outcome remains the same. Under this assumption, we can
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transform the extensive form game into a series of normal form games.

We mark with k the swarm identity of the individual player Pi, i.e., i ∈ Sk.

Similarly, we mark the other player, Pj, and its swarm as m, i.e., j ∈ Sm. We mark

the two possible actions as 'L' and 'R', and mark ai, aj as the actions performed

by players Pi, Pj respectively. We also mark ui and uj as the utilities of the players

from the current interaction.

Table 3.1 presents a two-player game (interaction), with two possible actions

for each player. Under the Markov property, for competitive swarms, the swarm

identity of a player's opponent, a�ects the interaction state. Therefore, each indi-

vidual utility in Table 3.1, depends on the other player's swarm identity, as well

as both actions performed.

i ∈ Sk, j ∈ Sm aj = L aj = R

ai = L ui(m, (L,L)), uj(k, (L,L)) ui(m, (L,R)), uj(k, (L,R))

ai = R ui(m, (R,L)), uj(k, (R,L)) ui(m, (R,R)), uj(k, (R,R))

Table 3.1: Folded Game Matrix for two players, multiple swarms and two possible
actions assuming the Markov property.

For each swarm, there are K di�erent versions of Table 3.1, since there are K

di�erent swarms in the competitive swarm game model. Every matrix represents a

possible interaction type, depending on the swarm identity of the opponent player.

In our example, since K = 2, we therefore need two matrices, one for inter-swarm

interaction and one for intra-swarm interaction, where the identities are known to

the participating players.

For intra-swarm interactions, where the two interacting players belong to the

same swarm, i.e., i, j ∈ Sk, Table (3.2a) shows the utility outcome of a cooperative

game where the swarm accumulates utility over time.

For the inter-swarm interactions, where i ∈ Sk, j ∈ Sm,m ̸= k, it is logical

to assume that as a result of interaction between opponent players of compet-

ing swarms, one player's gain is the other's loss, i.e., a zero-sum game. Table

(3.2b) shows the utility outcome of a competitive game. Note the zero-sum of the

individual utilities in each cell. We use this assumption for the rest of this work.
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i, j ∈ Sk aj = L aj = R

ai = L ui((L,L)), uj((L,L)) ui((L,R)), uj((L,R))

ai = R ui((R,L)), uj((R,L)) ui((R,R)), uj((R,R))

(a) Utility of a two-player cooperative intra-swarm game presented
as a General-sum game.

i ∈ Sk, j ∈ Sm,m ̸= k aj = L aj = R

ai = L ui((L,L)),−ui((L,L)) ui((L,R)),−ui((L,R))

ai = R ui((R,L)),−ui((R,L)) ui((R,R)),−ui((R,R))

(b) Utility of a two-player competitive inter-swarm game presented as a Zero-sum
game.

Table 3.2: Example of utility matrices of two actions for inter- and intra-swarm
interactions.

We now formulate the utility for a single player and for a swarm based on

the assumptions demonstrated in Tables (3.2a) and (3.2b). Namely, for an inter-

swarm interaction, an interaction between two players, each belongs to a di�erent

swarm, we assume a zero-sum game, meaning that for such interaction, the gain of

one player is the loss of the others. For an intra-swarm interaction, an interaction

between two players from the same swarm, we assume a general-sum game as in

previous works.

For a single inter-swarm interaction, between player i ∈ Sk, and player j ∈ Sm,

where k ̸= m, we denote the utility obtained by player i from interacting with

player from swarm Sm, and the utility obtained by player j from interacting with

player from swarm Sk, as umi and ukj , respectively. Similarly, for intra-swarm

interactions, between players of the same swarm, we denote the utilities as uki and

umj , for the case where player i interacted with some other player from the same

swarm, Sk, and player j interacted with a player from its own swarm, Sm.

De�nition 1. Based on the zero-sum game assumption, for a single inter-swarm

interaction (Table 3.2b), we can rewrite the value of each player's utility:

umi = −ukj (3.1)

From Eq. (3.1) above, for every swarm pair, (Sk, Sm), where k ̸= m, the accumu-

lated utility of all Sk players from interactions with players from Sm is the negative

14



accumulated utility of all Sm players from interactions with players from Sk:∑
i∈Sk

umi = −
∑
j∈Sm

ukj (3.2)

To generalize for the case of K competitive swarms in a game, one may use one of

the $K$-player zero-sum game methods of Polymatrix Game or Stochastic Multi-

player Game, described in [58, 11].

To summarize, we have expanded the single swarm cooperative model into

a competitive K -swarm game, and transformed the extensive form game into a

sequence of K-types repeated games, i.e., a Markov game1. We also distinguished

between cooperative intra-swarm interaction, within each of the swarms, which can

be described as a general-sum game, and assumed a zero-sum game for competitive

inter-swarm interactions.

3.2 Formulating Global Utilities

We now analyze the utilities gained by the swarms, and their relation to the

individual players' utilities.

De�nition 2. We denote Ui, as the accumulated utility of a single player i ∈ Sk,

obtained by all of its interactions with all K swarms:

Ui =
K∑
k=1

uki (3.3)

We can split the accumulated utility of each player to the sum of inter-swarm and

intra-swarm utilities:

Ui =
K∑
k=1

uki = uki +
K∑

m=1
m ̸=k

umi (3.4)

1We assume that any of the K game types are equally likely.
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De�nition 3. The accumulated utilities obtained by all Nk members of swarm

Sk, is denoted as USk
:

USk
=
∑
i∈Sk

Ui (3.5)

We can split the total utility of each swarm to the sum of inter-swarm and intra-

swarm utilities, using Eq. (3.3), (3.4) and (3.5):

USk
=
∑
i∈Sk

Ui =
∑
i∈Sk

K∑
k=1

uki =
∑
i∈Sk

uki +
∑
i∈Sk

K∑
m=1
m ̸=k

umi (3.6)

The performance of a swarm in a competitive multi-swarm system, should

relate to the performance of the other swarms in the game. We de�ne the Swarm

Utility Di�erence (SUD) function to evaluate the swarms' performances.

De�nition 4. We de�ne the Swarm Utility Di�erence (SUD) of swarm Sk,

marked as USk
, as the di�erence between the accumulated utilities of all play-

ers in Sk, and the accumulated utilities of all other players in all other swarms

Sm̸=k.

USk
= USk

−
K∑

m=1
m ̸=k

USm (3.7)

In the general multiple swarm case, where there are K swarms, and no con-

straints on the total utility gained by any swarm, USk
, we show that when using

USk
, the game is not necessarily a zero-sum game. This results from the general-

sum property of intra-swarm interactions.

Theorem 5. The game between K > 2 swarms is not necessarily a zero-sum

game.
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Proof. By summing all Swarm-Utilities using Eq. (4) we can write:

K∑
k=1

USk
=

K∑
k=1

(
USk

−
K∑

m=1,m̸=k

USm

)

=
K∑
k=1

USk
−

K∑
k=1

(
K∑

m=1

USm − USk

)

=
K∑
k=1

USk
−

K∑
m=1

K∑
k=1

USk
+

K∑
k=1

USk

= 2 ·
K∑
k=1

USk
−K ·

K∑
k=1

USk

= (2−K) ·
K∑
k=1

USk
= (2−K) · U (3.8)

where U is the sum of all swarm's utilities: U =
∑K

k=1 USk
.

The sums of all Swarm-utilities in a K -swarm game depends on the sum of the

swarms' total utilities, USk
, and the number of playing swarms, K. We see that

Theorem (6) is a special case of

We now claim and show that for the two swarm case (K = 2), the whole game

becomes a zero-sum game, using the SUD function.

Corollary 6. In the case of S = {Sk, Sm}, the game between the two swarms with

utility function of USk
is a zero-sum game.

Proof. Using de�nition (4), we can write:

USk
= USk

− USm

USm = USm − USk

Therefore, the sum of the Swarm-utilities is zero:

USk
+ USm = (USk

− USm) + (USk
− USm) = 0
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Theorem (6) shows that for the general case of unconstrained game, where

K = 2, it is guaranteed regardless of any speci�c individual, or accumulated utility

functions, that the game between two swarm is a zero-sum game.

We have shown in Theorem 5 that unlike the two-swarm case, in the general

case of K > 2 competitive swarms, the game is not necessarily a zero-sum game.

However, we now show that under the following assumption, this work can still

be applicable to K > 2 swarms, and even show experimental results for such case,

later in this work.

Under the assumption of constant-sum game, e.g., where the total resources

are limited and the end of the game is reached when all resources has been used,

the following theorem shows how to modify such a K -swarm game into a zero-sum

game.

Theorem 7. Under the assumption of a limited global-utility in a game, the game

between K swarms is a constant-sum game and therefore can be modi�ed to a K+1

swarms zero-sum game.

Proof. Assigning the assumption that the accumulated utilities obtained by all

players in all swarms is constant, C, we can write:

U =
K∑
k=1

USk
= C

Using Eq. (3.8), we can further write:

K∑
k=1

USk
= (2−K) ·

K∑
k=1

USk

= (2−K) · C

By adding a new swarm SK+1 with a constant total-utility of USK+1
= −C, by

using Eq. (3.7) we get:
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K+1∑
k=1

USk
=

K+1∑
k=1

(
USk

−
K+1∑

m=1,m ̸=k

USm

)

=
K+1∑
k=1

USk
−

K+1∑
k=1

(
K+1∑
m=1

USm − USk

)

=
K+1∑
k=1

USk
−

K+1∑
k=1

K+1∑
m=1

USm +
K+1∑
k=1

USk

= 2 ·
K+1∑
k=1

USk
− (K + 1) ·

K+1∑
m=1

USm

= (1−K) ·
K+1∑
k=1

USk

= (1−K) ·

(
K∑
k=1

USk
+ USK+1

)
= (1−K) · (C − C) = 0

Therefore, the game of the swarms set S = {S1, S2, ..., SK}, where the global-
utility is constant,

∑k=K
k=1 USk

= C, can be converted to a zero-sum game by adding

a swarm Sk+1 with a constant Total-utility, USK+1
= −C.

To summarize the subsection, we de�ned di�erent swarm utility functions based

on the individual players' utilities. We have shown that any competitive two-swarm

game is a zero-sum game, and generalized for the case with more than two swarms.

3.3 Finding Individual's Contribution to the Swarms'

Utilities

In the previous subsection, we formulated the utility of individual players and of

a swarm. However, players are neither aware of the other players' actions nor of

their utilities. As a result they cannot choose their individual actions to improve

their Swarm Utility Di�erence. To overcome this, we propose to transform the
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game into a potential game.

In a Potential Game, the incentive of all players to change their strategy can

be expressed using a single global function called the potential function [36]. A

Potential Game is a normal form game where for every player i, the di�erence

in the utility of every unilateral deviation of player i 's action ai is related to the

di�erence of a single potential function ψ(a) mapping joint actions to a scalar.

Potential games can solve the challenge of converging to the optimal action while

requiring only data from each player.

In the context of multi-agent coordination and to facilitate learning, we need

to �nd a reward function for each player based on its intrinsic measurements in a

way that the agent plays a potential game. This will make the players converge to

an optimal joint action.

The Wonderful Life Utility (WLU), presented in [63] is the marginal contri-

bution made by the agent to the global utility. In other words, it is the di�erence

between the group utility with the agent, and without it. It is known that agents

that use WLU as a utility function play a potential game with the global utility

as the potential function [35, 2]. WLU is expected to make each agent's utility

aligned without needing to consider dependencies on other agents' decisions, while

keeping the agent's utilities aligned with the global utility.

De�nition 8. The WLU of player ρ ∈ Sk, using the SUD de�ned in Eq. (4), is:

WLU
USk
ρ = W

USk
ρ = USk

− USk/{ρ} (3.9)

In the rest of this subsection, we �nd the Wonderful Life Utility of player ρ ∈ Sk,

W
USk
ρ of Eq. (3.9). The contribution of player ρ to USk

, which is the di�erence

between the swarm utilities, results from its contribution to both its own utility,

and the other swarms' utilities. In a previous subsection we calculated USk
. We

now explore USk/{ρ}, the SUD of Sk, where player ρ is absent.

We de�ne the e�ect of player ρ on the utility of swarm Sk, denoted as ϕρ
Sk
.

De�nition 9. The e�ect of player ρ on swarm Sk, which is the marginal contri-
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bution of ρ to Sk, is:

ϕρ
Sk

= ϵρSk
− ϵρ̃Sk

(3.10)

where ϵρSk
is the utility got by the swarm when ρ is present, and ϵρ̃Sk

is the alternative

utility that would have gotten by the swarm when ρ is absent.

Lemma 10. ϵρSm
= −umρ , when ρ ∈ Sk, k ̸= m.

Proof. Due to the zero-sum game assumption of Eq. (3.1) and Eq. (3.11), and

summing over all of the interactions between player ρ ans players from swarm

Sm̸=k.

In other words, the utilities achieved by swarm Sm due to the presence of player

ρ ∈ Sk, is the negative of the sum of the utilities got by player ρ due to the presence

of swarm Sm.

To provide some intuition about swarm utilities, using the zero-sum game as-

sumption, we explore the case of two swarms competition. This restriction may

assist in evaluating the individual's contribution to the swarms' utilities.

Corollary 11. For the case of two swarms S = {Sk, Sm}, (K = 2), the SUD of

swarm Sk is:

USk
=
∑
i∈Sk

uki −
∑
j∈Sm

umj + 2 ·
∑
i∈Sk

umi (3.11)

Proof. For the case of two swarms, we can rewrite Eq. (3.6) and (3.7) as:

USk
= USk

− USm (3.12)

USk
=
∑
i∈Sk

2∑
k=1

uki =
∑
i∈Sk

uki +
∑
i∈Sk

umi (3.13)

USm =
∑
j∈Sm

2∑
m=1

umj =
∑
j∈Sm

umj +
∑
j∈Sm

ukj (3.14)
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Therefore, assigning Eq. (3.2) into Eq. (3.14):

USm =
∑
j∈Sm

umj −
∑
i∈Sk

umi (3.15)

Assigning equations (3.15) and (3.13) into Eq. (3.12)

USk
= USk

− USm =
∑
i∈Sk

uki +
∑
i∈Sk

umi −

(∑
j∈Sm

umj −
∑
i∈Sk

umi

)
=
∑
i∈Sk

uki −
∑
j∈Sm

umj + 2 ·
∑
i∈Sk

umi

From Corollary (11), we observe that the Swarm Utility Di�erence (SUD) of

swarm Sk equals to the sum of the intra-swarm utilities of all players from Sk,

minus the the sum of the intra-swarm utilities of all players from Sm, plus twice

the inter-swarm utilities of all players of Sk.

In order to evaluate the contribution of a single player to its swarm, we �rst

evaluate the SUD in the absence of that player.

Corollary 12. For the case of two swarms, the SUD of swarm Sk when ρ ∈ Sk is

absence is:

USk/{ρ} =
∑
i∈Sk

uki −
∑
j∈Sm

umj + 2 ·
∑

i∈Sk/{ρ}

umi − ϕρ
Sk

Proof. By de�nition, the total utility of swarm Sk, is the sum of: (1) the utilities

achieved by Sk/{ρ} when ρ is absent, (2) the utility achieved by ρ, and (3) the

e�ect of ρ on players Sk/{ρ}.

USk
= USk/{ρ} + Uρ + ϕρ

Sk

Therefore,

USk/{ρ} = USk
− Uρ − ϕρ

Sk
(3.16)
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Assigning equations (3.6) and 3.4 into Eq. (3.16):

USk/{ρ} =

(∑
i∈Sk

uki +
∑
i∈Sk

umi

)
−
(
ukρ + umρ

)
− ϕρ

Sk

=
∑
i∈Sk

uki +
∑
i∈Sk

umi − ukρ − umρ − ϕρ
S1

=
∑

i∈Sk/{ρ}

uki +
∑

i∈Sk/{ρ}

umi − ϕρ
S1

(3.17)

Similarly, the total utility of swarm Sm, is the sum of: (1) the utilities achieved

by Sm when ρ ∈ Sk is absent, and (2) the utilities achieved by Sm when colliding

with ρ:

USm = USm/{ρ} + ϕρ
Sm

= USm/{ρ} + ϵρSm
− ϵρ̃Sm

Therefore,

USm/{ρ} = USm − ϵρSm
+ ϵρ̃Sm

(3.18)

Therefore, using Eq. (3.2) and Lemma (10),

USm/{ρ} =
∑
j∈Sm

umj +
∑
j∈Sm

ukj − ϵρSm
+ ϵρ̃Sm

=
∑
j∈Sm

umj +
∑
i∈Sk

(−umi )−
(
−umρ

)
+ ϵρ̃Sm

=
∑
j∈Sm

umj −
∑
i∈Sk

umi + umρ + ϵρ̃Sm

=
∑
j∈Sm

umj −
∑

i∈Sk/{ρ}

umi + ϵρ̃Sm
(3.19)

Assigning (3.17) and (3.19) into Corollary (11),

USk/{ρ} = USk/{ρ} − USm/{ρ}

=
∑

i∈Sk/{ρ}

uki − ϕρ
Sk

+
∑

i∈Sk/{ρ}

umi
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−

∑
j∈Sm

umj −
∑

i∈Sk/{ρ}

umi + ϵρ̃Sm


=

∑
i∈Sk/{ρ}

uki −
∑
j∈Sm

umj + 2 ·
∑

i∈Sk/{ρ}

umi − ϕρ
Sk

− ϵρ̃Sm

Our �nal step is evaluating WLU function of a single player ρ ∈ Sk, based on

the above.

Theorem 13. In the case of two swarms, where ρ ∈ Sk :

W
USk
ρ = ukρ + 2 · umρ + ϕρ

Sk
+ ϵρ̃Sm

Proof. Assigning Corollaries (11) and (12) into De�nition (8), we can write:

W
USk
ρ =

∑
i∈Sk

uki −
∑
j∈Sm

umj + 2 ·
∑
i∈Sk

umi


−

 ∑
i∈Sk/{ρ}

uki −
∑
j∈Sm

umj + 2 ·
∑

i∈Sk/{ρ}

umi − ϕρ
Sk

− ϵρ̃Sm


=

∑
i∈Sk

uki −
∑

i∈Sk/{ρ}

uki

+ 2 ·

∑
i∈Sk

umi −
∑

i∈Sk/{ρ}

umi


+

∑
j∈Sm

umj −
∑
j∈Sm

umj

+ ϕρ
Sk

+ ϵρ̃Sm

=ukρ + 2 · umρ + ϕρ
Sk

+ ϵρ̃Sm

To summarize, we have found thatW
USk
ρ , which is the contribution of player ρ to its

Swarm Utility Di�erence, consists of the sum of four terms, as shown in Theorem

(13). The �rst term, ukρ, is its utility resulted from intra-swarm interactions, the

second term, 2 ·umρ , is twice the utility resulted from inter-swarm interactions. The
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third term, ϕρ
Sk
, is the utility accumulated by the other players in its own swarm,

Sk, resulted from interactions with ρ, minus the alternative e�ect, which is the

e�ect on other players in its own swarm when player ρ is absent. This term is

equal to ϵρSk
− ϵρ̃Sk

, which is the di�erence between the e�ect of the presence and

the absence of player ρ on its own swarm. The last term, ϵρ̃Sm
, is the e�ect of the

absence of player ρ on the opponent swarm.

If known, the value of the W
USk
ρ enables the players to estimate their own

contribution to their swarm's utilities, thus determine the optimal action, from

possible action-set.

The reader should note that in this chapter, there where no assumptions on

individual and global utilities, except for the zero-sum game assumption for inter-

swarm interactions. Therefore, such utilities can apply for many types of games

and problems. In the following chapters, we make more speci�c assumptions to

enable estimations and approximations of utilities by individual players, and there-

fore apply learning.
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Chapter 4

Competitive Robot Swarms

In the previous chapter, we proposed a theoretical model of competitive multiple

swarm game, where cooperative behavior occurs within the swarm and compet-

itive behavior between swarms. The formulation makes no speci�c assumptions

on either individual or global utilities, except for the zero-sum game assumption

for individual inter-swarm interactions. In this chapter, we apply the theory to

competitive robot swarms, where there are spatial interactions between individual

robots during the performed game: collisions. To overcome the gap results from

the partial information known to each robot, and the noisy local sensing, learning

may be applied. To enable learning we propose a Multi-Armed Bandit (MAB)

reinforcement learning model, and apply it to the theoretical model presented in

the previous chapter. Section 4.1 presents the problem of spatial interactions ap-

plied to robots. Section 4.2 estimates the swarm utilities as a function of time.

Section 4.3 further explores the contribution of an individual robot to the utility

of the swarm as a function of time. And Section 4.4 proposes a learning model to

be performed by each individual robot.

4.1 Spatial Interactions in Robots

We assume that when a robot detects another in its vicinity, it enters into a spatial

interaction state, sometimes referred as spatial con�ict or collision, marked with

A. When entering such interaction, the robot stops executing its main task, and
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acts to address the spatial con�ict according to a policy. Once the con�ict is

resolved, it returns to its main task, which is also referred as program execution,

marked with P.

We assume that each robot has a swarm-identity that it is aware of, and is

detectable by its surroundings. Thus, a robot is able to identify what is the swarm-

identity of the robot it interacts with. The number of possible spatial-interaction

types is the number of existing swarms in the �eld.

Figure (4.1) shows a typical sequence of robot behavior during a single run,

which includes a sequence of interactions, separated by executing the main task.

Figure 4.1: A typical time sequence of a single robot's interactions in a single
run. Each interaction c composed of a response action ac, followed by program
execution pc.

A single interaction c for a single agent i in the swarm can be represented as

a tuple (aci , p
c
i , s

c
i), where a

c
i is a collision-handling action from the set of possible

actions aci ∈ A when the robot is in state Action (A), and pci is a program-execution

action from the singleton set of actions pci ∈ P when the robot is in state Program

(P). The collision-state, denoted as sci ∈ {1, .., K} describes the collision type,

which is the swarm identity of the interacted robot. We denote the set of actions

taken by an individual robot i in each state (interaction type) as πi ∈ AK . In

other words, the policy de�nes an action suitable for every possible interaction

type. We mark the related durations of the actions a and p in collision c as T (aci),

T (pci) respectively. For simplicity of notation, when concentrating on a speci�c

collision, we mark the interaction and program times as T (ai) and T (pi).
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Figure 4.2: A representative time sequence of multi-player interactions. For each
player, each interaction is composed of a response action, followed by program
execution. Interactions of players from swarm Sk are marked in yellow, and of a
player from Sm in green.

Fig. 4.2 demonstrates multiple interaction between players from di�erent

swarms. For each player, each interaction is composed of a response action, fol-

lowed by program execution. The �rst and third rows correspond to two agents

from the same swarm Sk.

In case that a new con�ict is created during the resolution of the current

con�ict, a new resolution of the new con�ict is started. The program time between

these two con�icts will be 0. An example of this case is shown at the bottom row

of Fig. 4.2, where a third collision occurs immediately after the second one for

player l ∈ Sk.

4.2 Time as a Measure of Individual Player's

Utility

Since robots in a system have limited sensing and communication capabilities,

they are unable to know the utilities of other robots, even of those they interact

with. Furthermore, each robot does not even know how its own action a�ects its

own utility. The only information available to it is data from its own sensors and

internal state information, which is accumulated and do not contain its full history.

We build on Douchan et al. [18] and assume that the utility of a player from

an interaction is a linear combination of T (p), T (a). The challenge is to estimate

the utility of a robot in a single interaction from T (p), T (a), based both on the

zero-sum assumption for inter-swarm interactions presented earlier, and on the

previous works. More speci�cally, as described in the theoretical model, since

there are di�erent types of collisions, inter-swarm and intra-swarm, we assume
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di�erent utility functions and values.

In order for a player to learn a policy in a game, it estimates a measure for

its performance in di�erent taken actions, i.e., its individual utility, de�ned in

Section (3.1). The work [18] assumed that the individual utility increases with the

program execution time, T (p), and decreases during the time of interaction with

other players, T (a). We adopt this approach for intra-swarm interactions. For

inter-swarm interactions, it can sometimes be more bene�cial to invest the time in

continuing the con�ict rather than getting back to the program, i.e, interfere with

the opponent, preventing it from execute its own main task (own program). Thus

in this case, utility can increase with T (p).

We now de�ne αi and βi, used in the rest of this work. We denote the contri-

bution of the program execution time, T (p) for individual player, i, as βi · T (p),
where βi > 0. Robots always operate in the same fashion during program execution

time, and therefore any single player i, has a single parameter βi. We also denote

the contribution during interaction. Since the action during interaction time is

a function of known actions, we denote the contribution of interaction time as a

αi(ai, si), where ai is the chosen action, and si is the state of the player during the

interaction, i.e., the swarm identity of the colliding robot. To ease readability, we

shall write αi(ai, si) as αi. Therefore we can write this contribution as −αi · T (a),
where αi > 0.

To preserve the generality of the approach, each player has its own weights

αi, βi, which might di�er from other players' weights, both players from its own

swarm and from another competitive swarm. Furthermore, each player may use

di�erent inter- and intra-swarm weights to denote the di�erent in�uence of those

respective interactions.

We now propose terms for the individual utilities. We distinguish between

the cases of single- and multi-player interactions, both for inter- and intra-swarm

interactions. Based on Eq. (3.3) the individual utility, Ui, is the sum of all such

interactions. We conclude by showing that the utilities satisfy the assumptions of

Section 3.1.
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4.2.1 Estimating Intra-Swarm Utility from Time

We now propose terms for individual utilities for the single and multiple-player

intra-swarm interactions.

Proposition 14. In the simple case of an intra-swarm collision between two play-

ers i, j ∈ Sk, the utility of player i from the intra-swarm interaction is taken to

be:

uki∈Sk
= βi · T (pi)− αi · T (ai) (4.1)

From Prop. 14 one can observe that the individual utility improves with longer

program time, and shorter intra-swarm interaction. This is correct for all intra-

swarm interaction, regardless of the exact values of α and β.

Proposition 15. In the case of a multi-player intra-swarm interaction between

robot i ∈ Sk and nk other robots from swarm Sk, we can split the interaction to

nk di�erent collisions. The utility of player i from the intra-swarm interaction is

proposed as:

uki∈Sk
=

nk∑
1

(βi · T (pi)− αi · T (ai))

= nk · (βi · T (pi)− αi · T (ai)) (4.2)

4.2.2 Estimating Inter-Swarm Utility from Time

We now propose terms for individual utilities for the single and multiple-player

inter-swarm interactions.

Proposition 16. In the simple case of an inter-swarm interaction between two

opponent robots i ∈ Sk, j ∈ Sm, where k ̸= m, the utility of player i from the

inter-swarm interaction is proposed:

umi∈Sk
= (βi · T (pi)− αi · T (ai))− (βj · T (pj)− αj · T (aj)) (4.3)

= (βi · T (pi)− βj · T (pj))− (αi · T (ai)− αj · T (aj))
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From Prop. 16, one can easily see that the utility of a player from an inter-

swarm interaction, can either be negative or positive, and is in�uenced by the

di�erence between the α and β values of the interacted players. Therefore, in

some cases, during inter-swarm interactions, a better utility can be achieved from

a longer interaction time with the opponent rather than in executing the main

task.

Lemma 17. Propositions (14) and (16) satisfy the zero-sum game assumption as

in Eq. (3.1), i.e.:

umi∈Sk
+ ukj∈Sm

= 0

Proof. Replacing the indices of players i and j from the opponent swarms in Eq.

(4.3), results with the utility of player j ∈ Sm from the inter-swarm interaction:

ukj∈Sm
= (βj · T (pj)− αj · T (aj))− (βi · T (pi)− αi · T (ai)) (4.4)

Summing Eq. (4.3) and (4.4):

umi∈Sk
+ ukj∈Sm

=

=((βi · T (pi)− αi · T (ai))− (βj · T (pj)− αj · T (aj)))

− ((βj · T (pj)− αj · T (aj))− (βi · T (pi)− αi · T (ai)))

= 0

Therefore, the zero-sum game assumption of Eq. (3.1) is satis�ed using propo-

sitions (14) and (16).

We now expand a single inter-swarm interaction into a multi-player inter-swarm

interaction.

Proposition 18. In a case of a multi-player interaction between i ∈ Sk and other

nm robots from swarm Sm, we can split the collision to nm di�erent collisions.
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Using Eq. (4.3) to get:

umi∈Sk
=

nm∑
j=1
j∈Sm

((βi · T (pi)− βj · T (pj))− (αi · T (ai)− αj · T (aj)))

=

nm · βi · T (pi)−
nm∑
j=1
j∈Sm

βj · T (pj)

−

nm · αi · T (ai)−
nm∑
j=1
j∈Sm

αj · T (aj)


= nm ·

(
βi · T (pi)− βm · T (pm)

)
− nm ·

(
αi · T (ai)− αm · T (am)

)
(4.5)

where to simplify the notation, we de�ne βm · T (pm) and αm · T (am) as:


βm · T (pm) = 1

nm
·
∑nm

j=1
j∈Sm

βj · T (pj)

αm · T (am) = 1
nm

·
∑nm

j=1
j∈Sm

αj · T (aj)
(4.6)

Eq. (4.6) provides a simpli�ed way for calculation of the individual utilities

which is based on averages rather than on multiple individual values.

We now show that the inter-swarm utilities obtained by all participating players

in a multi-player interaction also satis�es the zero-sum game assumption.

Lemma 19. Eq. (4.5) of Proposition (18) satis�es the zero-sum game assumption

of Eq. (3.2), i.e.:∑
i∈Sk

umi +
∑
j∈Sm

ukj = 0

Proof.

∑
i∈Sk

umi +
∑
j∈Sm

ukj =

=
∑
i∈Sk

(
nm · βi · T (pi)−

∑
j∈Sm

βj · T (pj)− nm · αi · T (ai) +
∑
j∈Sm

αj · T (aj)

)
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+
∑
j∈Sm

(
nk · βj · T (pj)−

∑
i∈Sk

βi · T (pi)− nk · αj · T (aj) +
∑
i∈Sk

αi · T (ai)

)
= nm ·

∑
i∈Sk

βi ·T (pi)−
∑
i∈Sk

∑
j∈Sm

βj ·T (pj)−nm ·
∑
i∈Sk

αi ·T (ai)+
∑
i∈Sk

∑
j∈Sm

αj ·T (aj)

+nk ·
∑
j∈Sm

βj ·T (pj)−
∑
j∈Sm

∑
i∈Sk

βi ·T (pi)−nk ·
∑
j∈Sm

αj ·T (aj)+
∑
j∈Sm

∑
i∈Sk

αi ·T (ai)

= nm ·
∑
i∈Sk

βi ·T (pi)−nk ·
∑
j∈Sm

βj ·T (pj)−nm ·
∑
i∈Sk

·αi ·T (ai)+nk ·
∑
j∈Sm

αj ·T (aj)

+nk ·
∑
j∈Sm

βj ·T (pj)−nm ·
∑
i∈Sk

βi ·T (pi)−nk ·
∑
j∈Sm

αj ·T (aj)+nm ·
∑
i∈Sk

αi ·T (ai)

= 0

In this subsection we proposed a time-based utility estimation. We started

with a simple case of interaction between two players from di�erent swarms, and

showed it to be a zero-sum game. We then expanded the utility to the case of

single interaction with multiple opponents, concluded by Lemma 19, showing that

zero sum game is valid at the swarm level.

4.2.3 Estimating Utility of Mixed Intra- and Inter-Swarm

Interactions

The case of multi-player interaction from two di�erent swarms, can also be formu-

lated as follows.

Proposition 20. In the complex case of a multi-player collision of nk robots from

swarm Sk and nm robots from swarm Sm with player i ∈ Sk, we can split the

collision to nk intra-swarm collisions and nm inter-swarm collisions. Using Eq.

(4.5) and (4.2), the utility of player i from this collision is:

Ui∈Sk
= uki + umi (4.7)

= nk · (βi · T (pi)− αi · T (ai))

+ nm ·
((
βi · T (pi)− βm · T (pm)

)
−
(
αi · T (ai)− αm · T (am)

))
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Prop. (20) combines the previous terms proposed in this section, to speci�cally

enable calculation of the individual utility of a player, based on its own times

and parameters, and only average parameters for the other competitive swarm:

αm · T (am) and βm · T (pm).
We can generalize the 2-swarm case into a K -swarm case, as follows:

Proposition 21. In the general case of K swarms with n1, ..., nK robots involved

in a multiple-player collision:

Ui∈Sk
=uki +

K∑
m=1

umi

=nk · (βi · T (pi)− αi · T (ai))

+
K∑

m=1
j∈Sm

nm ·
((
βi · T (pi)− βm · T (pm)

)
−
(
αi · T (ai)− αm · T (am)

))

To conclude, we applied the assumptions of time as utility to the general theory

proposed in the previous chapter, by de�ning individual weight parameters for

interaction and program execution times. We proposed terms for the individual

utilities for inter- and intra-swarm interactions, for both single- and multi-player

interactions (Prop. (14), (15), (16), (18), (20) and (21)). We also showed the zero-

sum game assumption is satis�ed under the transformation to time as a proxy

to utility (Lemmas (17) and (19)). We also concluded from Prop. (16) that for

inter-swarm interaction, it can sometimes be more bene�cial to interfere with an

opponent player in performing its own task.

4.3 Using Time for WLU

We saw in previous works that WLU may be useful for a single player to estimate

its contribution to the swarm. We now apply utility estimate from time (Prop.

(20)) into W
USk
ρ , found in Section (3.3).
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Proposition 22. Using Eq. (4.7) and Theorem 13, we get:

W
USk
i = uki + ϕi

Sk
+ 2 · umi + ϵiSm

= nk · (βi · T (pi)− αi · T (ai)) + ϕi
Sk

+ ϵiSm
(4.8)

+ 2 · nm ·
(
(βi · T (pi)− αi · T (ai))−

(
βm · T (pm)− αm · T (am)

))

To evaluate W
USk
i , we can use expressions for the utilities uki and umi , of Eq.

(4.8) in Section (4.2). We next concentrate on evaluating the terms ϕi
Sk

and ϵĩSm
.

As mentioned previously in this chapter, since robots in a system have limited

sensing and communication capabilities, they are unable to know the utilities of

other robots, even in the same interaction. The robots do not have the knowledge

of the states of their surrounding robots, and therefore, they do not know how

their own action in�uenced the program time of other robots. Hence, they need

somehow to estimate their e�ect on other robots in every collision. Therefore, in

order to calculate its own WLU, a robot must evaluate its impact on other robots,

denoted earlier as ϕ, ϵ.

Proposition 23. We propose the estimated e�ect of player i ∈ Sk on player j ∈ Sm

in a speci�c collision when i is absent, marked as ĩ, as follows:

ϵĩj = βj · (T (pj) + T (aj)) (4.9)

ϵĩSk
= nk · βk ·

(
T (pk) + T (ak)

)
= nk · βk · T (pk) + nk · βk · T (ak) (4.10)

ϵĩSm
= nm · βm ·

(
T (pm) + T (am)

)
= nm · βm · T (pm) + nm · βm · T (am)

(4.11)

Eq. (4.9) is an estimated utility a player j ∈ Sm would have gotten in a speci�c

collision if player i ∈ Sk is absent. The idea is that if there was no con�ict between

the players, player j would be in program execution time instead of in interaction

time. Therefore, it should add to the utility βj · T (aj) in the absence of i, instead

of αj · T (aj) in the presence of i.

Similarly to Eq. (4.9), equations (4.10) and (4.11) are the estimated utilities

that swarms Sk and Sm with number of players nk, nm respectively, would have
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gotten in a speci�c collision if player i ∈ Sk is absent, as they are multiplied by

the average βm instead of αm.

Proposition 24. We propose the estimated e�ect of player i ∈ Sk on player l ∈ Sk

in a collision when i is present:

ϵil = βl · T (pl)− αl · T (al) (4.12)

ϵiSk
= nk ·

(
βk · T (pk)− αk · T (ak)

)
(4.13)

Due to Eq. (4.1), Eq. (4.12) is the utility got by player l ∈ Sk in a speci�c

collision when player i ∈ Sk is present. Similarly, Eq. (4.13) is the utility got by

swarm Sk, that counts nk players.

We have found the e�ect of an individual player on its surrounding by applying

the time based utility on the theory from the previous chapter. Our goal now is

to �nd the value of a W
USk
i , the WLU of player i ∈ Sk during a speci�c collision,

using the estimated of utilities and e�ects in equations (4.8), (4.10),(4.11), and

(4.13).

Proposition 25.

By assigning equations (4.10),(4.11),(4.13) into Eq. (4.8), the Wonderful Life

Utility of player i ∈ Sk, during a collision is:

W
USk
i = uki + 2 · umi + ϕi

Sk
+ ϵĩSm

=
(
uki + ϵiSk

− ϵĩSk

)
+
(
2 · umi + ϵĩSm

)
=
(
nk · (βi · T (pi)− αi · T (ai)) + ϵiSk

− ϵĩSk

)
+
(
2 · nm ·

(
(βi · T (pi)− αi · T (ai))−

(
βm · T (pm)− αm · T (am)

))
+ ϵĩSm

)
= nk · (βi · T (pi)− αi · T (ai)) + nk ·

(
βk · T (pk)− αk · T (ak)

)
− nk · βk · T (pk)− nk · βk · T (ak) + 2 · nm · (βi · T (pi)− αi · T (ai))

− 2 · nm ·
(
βm · T (pm)− αm · T (am)

)
+ nm · βm · T (pm) + nm · βm · T (am)

= nk · βi · T (pi)− nk · αi · T (ai) + nk · βk · T (pk)− nk · αk · T (ak)

− nk · βk · T (pk)− nk · βk · T (ak) + 2 · nm · βi · T (pi)− 2 · nm · αi · T (ai)
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− 2 · nm · βm · T (pm) + 2 · nm · αm · T (am) + nm · βm · T (pm) + nm · βm · T (am)

= (nk · βi + 2 · nm · βi) · T (pi)− (2 · nm · αi + nk · αi) · T (ai) (4.14)

− nk ·
(
αk · T (ak) + βk · T (ak)

)
− nm

(
2 · αm · T (am) + βm · T (am)− βm · T (pm)

)
So far we have quanti�ed WLU based on the program and action times of

a single robot in a multi-swarm competitive game, using the de�ned weights α

and β and the number of interacting robots, while taking into account all swarm-

identities.

4.4 Learning in Multi-Swarm Competition

To overcome the gap in knowledge, resulting from the partial information known to

each robot, we apply learning. The learning process must be individual, and each

robot should estimate parameters rather than use the true but unknown values

during the learning process. Rather, each robot should use known information to

evaluate its actions, thus learn a speci�c policy πi. The goal is to �nd a policy,

π∗
i , which maximizes W

USk
i and thus the swarms' policies π∗

Sk
that maximize the

Swarm Utility Di�erence USk
.

In the following section we de�ne and formulate the proposed learning model

which is comprised of a reward function, a proposed estimation and evaluation, and

the learning process. We relate it to the WLU of player i from a single interaction,

as the reward obtained after performing an action, and mark it as R(T (ai), T (pi)),

and use it to select optimal actions.

4.4.1 Evaluation and Selection of Actions

The simplest reinforcement-learning problem is known as the Multi-Armed Bandit

(MAB) problem [23]. In MAB, the agent is in a room with multiple gambling

machines. At each time-step the agent pulls the arm of one of the machines and

receives a reward. The agent's purpose is to maximize its total reward over a

sequence of trials. Usually, each arm is assumed to have a di�erent distribution

of rewards, therefore, the goal is to �nd the arm with the best expected return as

early as possible, and then to keep gambling using that arm.
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Thus, in MAB problem, the agent estimates each action's value, which is the

the action's expected or mean reward, marked as q(a) = E[R]. We denote the

estimated value of action a for player i, as Qi(a) ≈ q(a). We use a common

estimation method in MAB problems called Sample Average [54]. This method

estimates the value of an action a by dividing the total reward achieved by the

agent when action a was taken in previous steps, by the total time that a was

taken. Hence, each robot's estimation of its value of action a is:

Qi(a) =

∑N(a)
c=1 R (T (aci), T (p

c
i))∑N(a)

c=1 (T (aci) + T (pci))
(4.15)

where N(a) is the number of times action a was taken by the robot so far.

Techniques from MAB problems have been used to deal with the exploration-

exploitation trade-o�. In other words, the robot can take one of |A| actions, and
can evaluate its actions using a reward function, R. At any such decision point,

the choice of the action can be greedy, i.e., by taking the action that has the

best value at that point. However, this policy is not optimal when reward are

stochastic, as in our case, since non-greedy action might found to be better in

the longer term. Therefore, it is valuable to use a known action selection method

named Upper Con�dence Bound (UCB), where the uncertainty value of an action

is considered during the decision process [54]. The UCB algorithm [4] guarantees

low regret under certain conditions. UCB uses the principle of optimism in the

face of uncertainty to select its actions, by assuming an optimistic guess on the

expected rewards. The use of MAB and UCB in the proposed model is described

in this section.

The idea of UCB action selection is that the square root term is a measure of

the uncertainty or variance in the estimate of a's value:

a∗ = argmax
a

[
Q (a) +

√
γ · logeN
N (a)

]
(4.16)

where γ is a hyper-parameter a�ects exploration rate of UCB, and N is the
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total number of collisions, regardless of the action selection, i.e.,

N =
∑
a∈A

N(a)

A typical game that contains learning is usually partitioned into two parts, the

�rst is when learning or training of a system occurs, and the second is operating

the trained model and measuring its success. After the training period has ended,

each individual robot has its own learned policy, π∗
i , consists of a set of actions for

each opponent swarm. This policy is used during the evaluation phase. When the

learning process has ended, the action selected for each swarm identity is the one

maximizes the value of Q(a). The set of all actions selected, creates the policy π∗
i .

4.4.2 The Learning Process

We now use all presented parts to build a learning procedure, to �nd a suitable

policy for each individual player, that will eventually contribute to better per-

formance of its whole swarm. The learning process contains the following steps,

described in Algorithm 1.

To conclude this chapter, we concentrated on the domain of competitive robot

swarms. We made some speci�c assumptions to enable estimations and approx-

imations of utilities by individual players, to enable reinforcement learning. We

proposed a learning model and applied it to the theoretic model presented in the

previous chapter. However, we still do not assume speci�c operations or tasks; one

possible example for such task is, multi-swarm competitive foraging, presented in

the next chapters, and validates the proposed learning model.
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Given that a robot i is about to interact with another player, the robot executes
the following procedure:

1. Identify the opponent robot and immediate surroundings and environment.

2. Choose action a to react the to collision, using Eq. (4.16).

3. Perform the action a to respond to the spatial con�ict, and obtain the
interaction time T (ai).

4. Return to program execution up until next collision.

5. When the robot is about to collide once again the robot:

(a) Obtains the program time T (pi).

(b) Calculates the reward approximation, using Eq. (5.4), and its param-
eters.

6. Update Q(a) using the rule in Eq. (4.15).

7. Return to step 1 until stop criterion has been reached.

8. Select the best evaluated policy, by selecting the actions with the maximal
value of Q(a) for each swarm identity.

Algorithm 1: MAB Learning Process using UCB
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Chapter 5

Competitive Multi-Swarm Robot

Foraging

We apply the theoretical model presented in the previous chapters to robots. We

take foraging as a basis for a robot multi-swarm competition, and de�ne policies

and methods that are used by the swarms during the competition. Such com-

petition involves multiple swarms that compete over the same limited resources,

and the goal is to collect more than any other swarm. We examine both baseline

cases where no learning is applied, and cases where a learning process is performed

by robots, based on the model presented and discussed in the previous chapters,

including the assumption that individuals are aware of their swarm identities, and

those of others.

In Section 5.1 we present a 3D physics-based simulation environment in which

we apply the model robots. In Section 5.2 we apply the model to competitive

foraging task in robots, including speci�c actions, policies, and logic. As the true

utility cannot be directly calculated by any individual, we show in Section 5.3 how

robots should approximate and learn their individual actions, based on the limited

knowledge and on the models presented previously.
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5.1 Simulated Robots and Competitive Foraging

Environment

We use a multi-robot simulator named ARGoS [41] for simulations experiments.

ARGoS is designed to simulate complex experiments involving large swarms of

robots of various types. The type of robot we use for the simulation experiments

is called Krembot, made by Robotican. The Krembot is a robot with relatively

limited sensing, processing and memory capabilities. It is a cylindrical-shaped

robot with height of 10.5 cm and diameter of 6.5 cm. Each robot has eight RGB

LEDs, eight pressure sensors, eight RGB and light sensors, and eight proximity

sensors. The robots cannot communicate with each other via WiFi or other digital

communications.

Figure 5.1: Simulated arena of two swarms of 25 robots each, marked with green
and red lights.

Each robot has a prede�ned swarm identity, which it is aware of, and is dis-

played through its LEDs' color. Therefore, a robot can identify whether another
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robot belongs to its own swarm. The Krembots have no localization capabilities,

and are unable to map their environment, or plan paths.

Figure 5.1 shows an example of simulated arena with two swarms containing

25 robots each, marked with green or red lights, and their respective home bases

colored cyan and magenta. The black circles on the �oor are the puck distribution

stations, which have prede�ned supplies of pucks.

Using the ARGoS simulator, we are able to experiment with various simulation

parameters. These include types of run constraints (e.g. time or resource limits);

number of available resources such as total deposited pucks, supply stations and

home bases; con�ict identi�cation parameters (e.g. which sensor and what distance

are de�ning a spatial con�ict); interaction response parameters and strategy; and

global environment parameters such as size of arena, number of robots in each

swarm, number of swarms.

In most experiments, we simulated two di�erent swarms, where the swarms'

size is equal and varied from three to 25 robots per swarm, and is unknown to

the individual agent. In some other experiments we use three swarms or unequal

swarm sizes. The arena's size is 2x2 meters in all simulations, includes two supply

stations where the robots collect pucks from, and two home bases, one for each

swarm, where the loaded robots deposit their pucks. Every scenario was tested for

20 runs with di�erent random seeds. In each simulation run, we measure how many

pucks each swarm brought in total to its home base. In a puck-limited scenario,

the run ends when the total number of deposited pucks is 50. In a time-limited

scenario the run ends after 10 minutes. In scenarios where learning is involved,

the robots learn their optimal policy during a 50 minute game, and this learning

period is not measured towards the goal. The results are measured when each

robot uses the best policy it evaluated during the learning process.

5.2 Robots Carrying Out Competitive Foraging

To test the proposed models and algorithms, we use a variant of multi-robot for-

aging, where each swarm has its own home base which is marked by its color.

At any time, every robot can be in either the state of program execution (P), or

the state of con�ict resolution (A), where the robot selects between actions based
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on its (�xed or learned) policy.

Figure 5.2: Competitive Foraging States Overview

The robots control process is overviewed in Figure 5.2. When not having a

puck, the robot randomly wanders, looking for a puck in the arena. If a puck was

found, the robot searches and moves towards its home base using its RGB sensors,

to put down the puck. In both states, if a robot recognizes another robot from a

distance smaller or equal to a prede�ned value from its front sensors, it responds

to the spatial con�ict with a chosen action. It may use di�erent actions depending

on both robots' swarm identities.

Therefore, during the foraging wander state the robots randomly searching for

a station. During the return to home base state, the robots are searching their

home base direction using their RGB sensors.

When responding to a spatial con�ict or collision when it is detected, we de�ne

a set of two possible actions, and name them �ght and �ight.

� In the �ight method, the robot change its direction to the most vacant di-

rection for a per-determined amount of time, to resolve the spatial con�ict

as quickly as possible.
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� In the �ght method, the robot drives towards the other robot for a given

amount of time, in order to interfere with the other robot's operation.

Figure 5.3 shows an illustration of an interaction between two robots from di�erent

swarms, as marked by their LED's colors. The illustration the detection of a spatial

con�ict (Fig. 5.3a), the �ght and �ight methods (Fig. 5.3b), and the resolution of

the con�ict (Fig. 5.3c). Note that if both robots would have chosen to �ght with

each other, there would have been a spatial collision between them.

(a) Both robots moves towards
each other and detect a spatial
con�ict from their front sen-
sors.

(b) Green (left) robot choose to �ght
and drives toward the right robot,
red (right) robot choose to �ight, and
turns to most vacant direction.

(c) The con�ict is resolved, red
robot wanders towards a vacant di-
rection, green robot wanders in the
same direction.

Figure 5.3: Illustration of an example of �ght and �ight methods.

According to the di�erent methods we de�ne several robots' policies.

� The Avoid policy, always avoids collisions, i.e., use the �ight method when

colliding with a robot, regardless of its swarm identity.

� The Attack policy, always use the �ght method in inter-swarm collision, and

always use the �ight method in intra-swarm collision.
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� The Aggressive policy, always use the �ght method when colliding with a

robot, regardless of its swarm identity.

� We call a robot that learns the best policy in a given environment a Learner.

We use the �ight method for intra-swarm interactions since this was the preferred

action for intra-swarm interaction, as shown in Subsection 6.2.3.

Since communication between individual robots is forbidden, each robot can

only learn based on its own knowledge of the environment and its own history

of collisions and choices. Therefore, both a swarm where all agents use the At-

tack policy, and swarm where all of agents use the Avoid policy are homogeneous

swarms. However, a swarm where all agents learn their own best policy could

become a heterogeneous swarm at the end of the learning process, as described in

the previous chapter.

5.3 Learning in Swarm Robots

The reward function is used by an individual player to estimate its actions based

solely on the parameters that are known to it, as described in a previous chapter.

This requires estimating several unknowns. In order to approximate the reward

function, the individual robot should estimate over time, the contribution of both

executing its foraging task, and interacting with others.

In the previous chapter we denoted the contribution of the program execution

time, T (p) for individual player's reward function as β ·T (p), and the contribution

of the collision duration T (a), as α(a, s) · T (a), which depends on the swarm

identity of the colliding robot, s, and the action taken, a (either �ght or �ight).

Based on Eq. (4.14) we discriminated between α, β of a player i, its opponent j

and a member of its team, l , as αi, αj, αl, βi, βj, βl respectively.

Using the assumption of previous work [18], that the whole system enters

con�ict-resolution state at the same time (i.e., collisions are mutual to all), we

can write:T (p) = T (pi) = T (pm) = T (pk)

T (a) = T (ai) = T (am) = T (ak)
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Under this assumption, the terms from Eq. 4.6 can be rewritten as follows:
βm · T (pm) = 1

nm
·
∑nm

j=1
j∈Sm

βj · T (pj) = T (p) ·
(

1
nm

·
∑nm

j=1
j∈Sm

βj

)
= βm · T (p)

αm · T (am) = 1
nm

·
∑nm

j=1
j∈Sm

αj · T (aj) = T (a) ·
(

1
nm

·
∑nm

j=1
j∈Sm

αj

)
= αm · T (a)

By assigning the above equations to Eq. (4.14), we get the WLU value for player

i ∈ Sk:

W
USk
i = (nk · βi + 2 · nm · βi) · T (p)− (2 · nm · αi + nk · αi) · T (a)

− nk ·
(
αk · T (a) + βk · T (a)

)
− nm

(
2 · αm · T (a) + βm · T (a)− βm · T (p)

)
=
(
nk · βi + 2 · nm · βi − nm · βm

)
· T (p) +

(
nm · βm − nk · βk

)
· T (a)

+ (−2 · nm · αi − nk · αi − nk · αk + 2 · nm · αm) · T (a) (5.1)

We denote n = nk + nm, where nk is the number of players from swarm k, nm is

the number of players from swarm m, and n is their sum, which is the constant

total number of players, de�ned for each game.

Dividing by n, we get:

W
USk
i

n
=

(
βi · (nk + nm) + nm ·

(
βi − βm

))
n

· T (p) +
(
nm · βm − nk · βk

)
n

· T (a)

+
(2 · nm · αm − nk · αi − nk · αk − 2 · nm · αi)

n
· T (a)

=

(
βi +

nm ·
(
βi − βm

)
n

)
· T (p) (5.2)

+

((
nm · βm − nk · βk

)
n

+
(2 · nm · αm − nk · αi − nk · αk − 2 · nm · αi)

n

)
· T (a)

To simplify the notation, we de�ne two terms and rewrite Eq. (5.2):

W
USk
i

n
=

Γ(β, nk, nm)

n
· T (p) + ∆(α, β, nk, nm)

n
· T (a) (5.3)
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Since robots in the arena have limited knowledge, they are not aware of the

exact values of the above parameters, excluding their own program and interaction

times, T (a) and T (p). From Prop. 14 and 16, one optional approximation for a

single robot should include a sign change depending on the interaction type and

action taken, and some estimate to the number of players from every swarm.

Therefore, based on Eq. (5.3), we use the following reward, R, which is the

approximated WLU of player i:

R =
W

USk
i

n
≈ Γ(β, n

′
i)

n′ · T (p) +
(
n

′
i

n′ · σi · |∆(α, β)|
)
· T (a) (5.4)

where σi, n′ and n
′
i are explained below.

The actual number of robots a�ected by a robot's action, which is marked

n, is unknown to the robot. In Eq. (5.4) we approximated n, nk and nm of Eq.

(5.3) by sensor-based estimations for the number of a�ected robots in the current

interaction, marked n′ and n
′
i. n

′ is the maximum number of surrounding robots

sensed, which for Krembot is eight, and n
′
i is the number of the robot's sensors

that are activated due to proximity of objects, which is the number of surrounding

robots.

The sign function σi(a, s),which depends on action and interaction type, re�ects

part of the in�uence of a speci�c action a, taken by robot i, on its surroundings. We

assume that the contribution on the reward, depends on the direction of movement.

When driving forward towards a friend robot, or backwards from a friend robot,

may have opposite signs. Similarly, when moving in the same directions towards a

friend or towards an opponent. The same should apply to other action types. We

therefore approximate σ as:

σi(a, s) = fi(s) · di(a) (5.5)

Where di(a) is the direction of driving in selected action a during interaction,

di(a) =

1 forward

−1 backward

and fi(s) is the interaction type, i.e, whether the interaction is inter- or intra-
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swarm (friend or foe).

fi(s) =

1 inter − swarm collision

−1 intra− swarm collision

Note that for two collision with identical selected action type, the signs of σ

may be equal or opposite, based on the identity of the colliding robots.

We will distinguish between two cases. The �rst case is where all swarms act

identically during the program execution time, i.e, foraging state. This case is

formulated and evaluated empirically in Chapter 6. The second case is where one

swarm has some advantage over the others in its program execution. This case is

formulated in and evaluated in Chapter 7.
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Chapter 6

Competitive Foraging with

Symmetric Swarms

In this chapter, we concentrate on the case of competing swarms consist of robots

with identical behavior during the program execution state (but not necessarily

during con�ict resolution), the robots behave exactly the same when searching for

pucks and moving to their respective homebases. We thus explore the behavior

during interaction, which may be either �xed or learned. In the next chapter,

we further elaborate on the cases of non-identical program executing behavior for

di�erent swarms, and in particular when one of the swarm has some advantage

over the other, and even a case of three-swarms competition.

In Section 6.1, we speci�cally present the reward function used for the cases

of identical competing swarms. In Section 6.2 we show the experiment results of

baseline cases using the proposed models, both for �xed and learned policies. In

Section 6.3 we explore the performance of the learning model in di�erent environ-

ments and hyper parameters, thus experimentally justify assumptions made as a

basis for the learning model.

50



6.1 The Reward Function for the Case of Iden-

tical Swarms

The �rst scenario we analyze is the case where both swarms execute identically

during program time. Since the behavior is identical, we assume the contribution

of the program execution time for each robot, regardless of its swarm, is also

identical. Therefore, we can assign

βi = βj = βk = βm = β

into Eq. (5.2), to get the reward of player i during a collision:

W
USk
i

n
=

(
(nk + nm)

n
· β
)
· T (p) +

(
(nm − nk)

n
· β
)
· T (a)

+

(
2 · nm · αm − nk · αk − (2 · nm + nk) · αi

n

)
· T (a)

=β · T (p) +
(
(nm − nk) · β

n
+

2 · nm · (αm − αi)− nk · (αk + αi)

n

)
· T (a)

(6.1)

From the above formula, one can observe that the program time T (p) is multi-

plied by β, a positive parameter, which is the contribution of the program execution

time, and the collision time T (a) is multiplied by a term which might be either

positive or negative. From Eq. (6.1) we can observe that the sign depends on the

di�erent α values, which are unknown to the participating players.

Therefore we can rewrite Eq. (5.4), using Eq. (6.1), to get the approximated

reward for the identical competing swarms case:

R =
W

USk
i

n
≈ β · T (p) +

(
n′
i

n′ · σi · |∆(α, β)|
)
· T (a) (6.2)

Since β is a positive constant, we can normalize the above equation, dividing

by β. We use this normalized reward in the learning process of the experiments

in the rest of this chapter, where di�erent values are assigned to ∆(α, β), and the

e�ect on the results is demonstrated and discussed.
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6.2 Baseline Cases

The following experiments are used as a baseline for the rest of this chapter.

They �rst examine the case where all swarms have a �xed, prede�ned policy used

by each of them during competition. We then experiment the baseline case of

applying learning for inter-swarm interactions, when competing a non-learning

swarm that uses a �xed prede�ned policy. Finally, we apply learning for intra-

swarm interaction during competition, and applied simultaneous learning for both

inter- and intra-swarm interaction during multi-swarm competition.

A description of the simulation environment and details for the multiple runs

in various densities are detailed in Section 5.1.

6.2.1 Experiments with Fixed-Policy Competition

Each �gure below summarizes a set of runs for a speci�c scenario. The horizontal

axis shows the total number of robots in the arena, from both equally sized swarms.

The vertical axis shows the number of pucks deposited to homebases, sometimes

referred to as the score, or number of collected pucks. Swarm S1 is marked in

a green dashed line and un�lled circles. Swarm S2 is marked in red dashed line

and �lled circles. The results can be grouped based on the stop condition for the

experiment, either time-limited or puck-limited.

Figure 6.1 shows simulation results of two swarms in time-limited experiments

of 10 minutes, when all swarms use �xed prede�ned policies and no learning is

applied. The robots are tested in a �xed size arena. The number of robots in each

swarm is varied from three to 25 robots, and is unknown to the swarm members.

In Figure 6.1a, both swarms use Avoid policy: use �ight method in every

interaction, meaning similar actions to all robots, regardless of swarm identities.

Therefore, there is no actual competition. The scores are similar as expected, and

the total number of pucks is directly in�uenced by the robot density in the arena.

In low densities, the collected number of pucks is increasing when the swarms' size

is increased, due to a better coverage of the �eld, but still small number of spatial

interactions between robots. In high densities, the number of collected pucks is

decreasing when the swarms' size is increased, due to a higher rate of interactions
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between robots. These results of Figure 6.1a, are consistent with previous work

[18], since all robots can be considered as a single swarm.
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(a) Pucks collected when both S1, S2 avoid collisions.
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(b) Pucks collected when both S1, S2 attack.
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(c) Pucks collected when S1 avoids and S2 attacks .

Figure 6.1: Pucks collected by two competitive swarms in a 10 minutes limited
game with di�erent densities and �xed swarms-policies.
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Figure 6.1b shows the results of two swarms use Attack policy: use �ght method

in inter-swarm interactions, and use �ight method in intra-swarm interactions. The

score resulted from these runs are extremely low compared to all other cases. In

this case, all robots are typically occupied continuously with repeated interactions

with opponent robots, and are less available to collect pucks.

Figure 6.1c shows the �rst case of two competitive swarms with di�erent in-

teraction policies: swarm S1 uses Avoid policy, and swarm S2 uses Attack policy.

Score results are better for Avoid policy in low densities, and for Attack policy in

high densities. Notice that competition seems to contributes to increase the total

number of pucks collected by all swarms, when compared to 6.1a.

To continue the exploration of the baseline, we repeat the last case shown in

Fig. 6.1c, but this time, shown in Fig. 6.2, the runs where limited by the total

number of pucks collected. The same insights seen before are re�ected in the

current case.
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Figure 6.2: Number of pucks collected by two competitive swarms in a 50 pucks
limited game, S1, green, uses Avoid policy, S2, red, uses Attack policy.
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The results shown in Figures 6.1c and 6.2 comply with the initial intuition for

lower densities. That is since if more time is invested in foraging rather than in

interaction with the opponent, more pucks are likely to be collected for the swarm.

However, the results at higher densities are quite surprising, since although most

of the time for attacking swarm is devoted to interaction with the opponents, the

attacking swarm still collect more pucks than the avoiding swarm.
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Figure 6.3: Percentage of inter-, intra-, and total-collision time for both swarms of
experiment shown in Fig. 6.2.
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To examine the partition of the time invested between interaction and program

execution (foraging), as noted by the robots, Fig. 6.3 shows the partition of the

total time T (a)
T (a)+T (p)

, as a function of the robot densities in the arena, for the

experiment shown in Fig. 6.2. The blue dashed line represents the total percentage

of interaction time, T (a)
T (a)+T (p)

, for swarm S2, which uses attack policy. The red line

represents the total percentage of interaction time, for swarm S1, which uses avoid

policy. It is evident that S1 spends less time in interaction.

For swarm S2, the green and black lines represent the percentage of inter-

swarm and intra-swarm interaction times, respectively. Similarly, for swarm S1,

the magenta and cyan lines represent the percentage of inter-swarm and intra-

swarm interaction times, respectively.

It is evident that the swarm used the attack policy, invests larger portion of

its time in interacting rather than collecting pucks. Most of its interaction time

is devoted to the other swarm rather than its own. This may justify that the

local reward calculation by a robot during the learning process, should take both

T (a) and T (p) into account. Even though swarm S2 invest less time to collect

pucks, as seen in Fig. 6.3, it still collects more pucks in high densities, as shown

in Fig. 6.2. Unlike in a cooperative game of previous works, in a competitive

game, it may be bene�cial to invest time in interfering the opponents, rather then

executing the main task of collecting pucks, which is re�ected in the proposed

theory and the reward function. Thus it might be bene�cial to reward di�erently

inter- and intra-swarm interactions, as their di�erent contribution to the swarm's

performance.

6.2.2 Experiments with Inter-swarm Learning

We now turn to experiments which involve learning. In the following scenarios,

swarm S1 executes a �xed, prede�ned policy, and swarm S2 learns a preferred

policy for inter-swarm interactions. The learning period lasts 50 minutes, and the

learned policy is used during the measured game period which lasts 10 minutes.

The results shown in the �gures are of the measured time only, after the learning

process had been completed.
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(a) Green swarm S1 uses avoid policy, red swarm S2 learns policy.
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(b) Green swarm S1 uses attack policy, red swarm S2 learns policy.

Figure 6.4: Number of pucks collected by two competitive swarms in a 10 minutes
limited game, with learning involved.
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Figures 6.4a and 6.4b, show results of applying the proposed learning model, in

time-limited runs. To better analyze the results, Table 6.1 shows the distribution

of learned policies within the learning swarm, S2, by the end of the learning pro-

cess. Note that since there are only two policies to learn from in this scenario, as

described in subsection 5.2, the percentage of the avoid policy is the complement

of the shown percentage of the attack policy. The columns of Table 6.1 relate to

the scenarios of Figures 6.4a and 6.4b respectively.

In Figure 6.4a, S1 uses Avoid policy, and S2 learns the best policy based on the

proposed model. As seen in the �rst column of Table 6.1, relates to the results of

Fig. 6.4a, and similar to the results in Figures 6.1a and 6.1c, the learning process

converges distinctly to avoid collisions in low densities, and converges distinctly

to attack policy in in high densities, resulted with homogeneous swarm. In inter-

mediate densities, the learning swarm is heterogeneous at the end of the learning

process. As can be seen, the learning swarm, is always equal or better in scores.

Number of
players in
game

Players
learned to
Attack in
the experi-
ment of

Fig. (6.4a)

Players
learned to
Attack in
the experi-
ment of

Fig. (6.4b)

6 1.6% 1.6%
10 2% 0%
16 2.5% 1.2%
20 7.5% 0%
26 31.9% 3%
30 61% 7.3%
36 97.7% 26.3%
40 99.7% 55.5%
46 100% 65.2%
50 100% 75.6%

Table 6.1: Percentage of players from swarm S2 learned to use Attack policy.

In Figure 6.4b, S1 uses Attack policy, and S2 learns individually the best policy

based on the proposed model. It is clearly seen from the �gure that the learning

swarm consistently outperforms the other swarm for any given density. At �rst it
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might be surprising that in high densities the score gap is so signi�cant, based on

fact that if both attack (Figure 6.1b), both swarms score low, and if one swarm

use attack policy and the other use avoid policy, the attacking swarm scores better

(Figure 6.1c).

The explanation to the result can be found the second column of Table 6.1. The

learning swarm becomes heterogeneous under those conditions, since the robots

of S1 are occupied in interfering some robots in S2, which mainly learn to employ

Attack policy, due to high interaction rate and density. Thus, make room to

remaining S2 robots, which therefore sense a low-density environment, learn to

use Avoid policy, and collect pucks in the remaining, more vacant area. Here

again as in Fig. 6.4, the results support the use of the proposed learning model.

The two �gure in 6.5 show the results of the two scenarios described in Fig.

6.4, but are puck-limited rather than time-limited.
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(a) S1 uses Avoid policy, S2 learned individual best policy using the proposed
model. Score results are either tie or win for S2.
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(b) S1 uses Attack policy, S2 learned individual best policy using the proposed
model. Score results are always win for S2.

Figure 6.5: Number of pucks collected by two competitive swarms in a 50-puck
limited game.

To conclude, �rst, learning swarms always performs equally or better than non-

learning swarms (Figures 6.4a, 6.4b, 6.5a and 6.5b). Second, competitive behavior

increases the total collected pucks, cumulative of all swarms (Figure 6.1). Third,
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after a learning process, a swarm may be either homogeneous or heterogeneous.

Furthermore, in low-density environments, a robot better concentrate on its major

goal, to collect pucks (Avoid policy); unlike in high density environments, where

some robots better concentrate in interfering the other swarm (Attack policy), and

potentially make room for its own swarm's other members to collect pucks (Figure

6.1c). The last point shows the strength of the proposed model. This is mainly

since although a robot which is occupied in attacking other robots, cannot directly

ful�ll the goal of collecting pucks, it still optimizes the overall performance of its

own swarm to score better that the other swarms.

Since the results in both limiting conditions, of time and puck limit, provide

the same insights, from this point forward we show the results of time-limited runs

only.

6.2.3 Adding Intra-swarm Learning

We now show that the learning process works also within the swarm as well,

i.e., intra-swarm interactions. We performed intra-swarm learning versus a non-

learning swarm, as shown in Figures 6.7, 6.6 and 6.8. The expectation is to see a

convergence of the learning robots to avoid collisions with robots from their own

swarm, at every density tested. The learning period lasts 50 minutes, and the

learned policy is used during the measured game period which lasts 10 minutes.
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Figure 6.6: Number of pucks collected by two competitive swarms, where swarm
S2 Learns in intra-swarm and Avoids in inter-swarm, while swarm S1 Attack in
inter-swarm.

In Fig. 6.6, swarm S2 learns how to act in intra-swarm collisions, and avoids

inter-swarm collisions. It competes swarm S1, a non-learning swarm, which always

avoids collisions inside its swarm, and attacks in inter-swarm collisions.

In Fig. 6.7 the learning swarm, S2, learns how to act with robots within its

swarm (intra-swarm collisions), and always avoids collisions with robots from the

other swarm (inter-swarm collisions). It competes with a non-learning swarm, S1,

which always avoids collisions, both inter- and intra-swarm.
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Figure 6.7: Number of pucks collected by two competitive swarms, where swarm
S2 Learns in intra-swarm and Avoids in inter-swarm, while swarm S1 Avoids in all
cases.

In both experiments, shown in Figures 6.7 and 6.6, more than 99% of all

robots learned to avoid collision within the swarm. Thus, the results shown in

these �gures, are similar to the results of the corresponding experiments, shown

in Figures 6.1c and 6.1a, where the intra-swarm policy was �xed to be avoid.

In the last �gure, Fig. 6.8, the robots used double learning, both for inter-

and intra-swarm collisions. Note that the two learning processes are completely

separated, thanks to the fact that robots can distinguish the type of robot next to

them. The learning swarm, S2, competes a non-learning swarm, S1, that always

avoids collisions. As can be seen, the learning swarm, is always equal or better in

scores.
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Figure 6.8: Number of pucks collected by two competitive swarms, where swarm
S2 learns both for inter- and intra-swarm, while S1 avoids collisions.

Table 6.2 shows the distribution of the actions chosen at the end of the learning

process, for the experiment shown in Fig. 6.8. The table shows percentage of

learned policies for players from the learning swarm, S2, at the the end of the

learning period, as a function of the player density in the arena. The right column

shows the percentage of players learned to avoid intra-swarm collisions. As seen,

more than 99% of all robots learned to avoid collision within the swarm, regardless

of the player density. The middle column shows the percentage of players learned

to attack in inter-swarm collisions. Its complement to 100% chose to avoid for

inter-swarm collisions, and is strongly depends on the density, which matches inter-

swarm learning in the previous subsection.
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Number of
players in
game

Percentage of players
learned to Attack in
inter-swarm collisions

Percentage of players
learned to Avoid

intra-swarm collisions

6 0% 100%
10 1% 100%
16 1.8% 100%
20 1.5% 100%
26 15.7% 100%
30 37.6% 100%
36 56.9% 99.7%
40 71.25% 99.7%
46 75.4% 99.8%
50 77.8% 99.4%

Table 6.2: Percentage of policies learned by players from swarm S2 in the experi-
ment of Fig. 6.8.

The results described in this subsection, show that intra-swarm interaction

always choose the �ight method, which matches the negative marginal reward

associated with intra-swarm interactions.

To conclude this section, we examined baseline cases of prede�ned policies,

and performed inter- and intra-swarm learning. We supported that investing more

time in interaction may sometimes be more bene�cial than program time in inter-

swarm interaction, and as a side e�ect increased the total number obtained by all

swarms.

6.3 Additional Cases

In the previous subsection we have simulated baseline scenarios, where a learning

swarm was competing a non-learning swarm under the proposed model, with no

changes. In this subsection, we explore the performance of the learning swarm,

where some changes to the above model were applied. More speci�cally, we ex-

plore changes in the approximated reward and selection methods used during the

learning process (subsections 6.3.1, 6.3.2 and 6.3.4), changes in the experiments'

environment (subsection 6.3.3). In addition we explore the case of learning in a

single swarm (subsection 6.3.5).
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6.3.1 The Use of WLU Based Reward

In order to justify our use of the WLU function, described and calculated in pre-

vious chapters, in player's rewards during the learning process, we also examined

learning based solely on the individual utility function Ui. Since the WLU function

of each player takes into account both its own utility and its impact on the other

players, we expected di�erences in the learning process results, and therefore in

the total reward at the end of the game. As shown later in this subsection, the

swarm which performed learning that takes into account only its players' own util-

ity without considering its impact on the environment, i.e. the swarm that studied

without WLU function, got similar or lower results than those of the swarm learn-

ing using the WLU function. The individual utility function (non-WLU) based

learning got even lower in some cases than the swarms performing �xed actions

without learning. This experiment illustrates the bene�t of adding the players'

impact on their environment in addition to its own individual utility, namely the

WLU.

In the case where player i in swarm k, i.e., i ∈ Sk, using Eq. (4.7), and the

assumptions used in Section (5.3), the utility is:

Ui = uki + umi

=nk · (βi · T (p)− αi · T (a)) + nm ·
(
(βi · T (p)− αi · T (a))−

(
βm · T (p)− αm · T (a)

))
=
(
nk · βi + nm · βi − nm · βm

)
· T (p) + (nm · αm − nm · αi − nk · αi) · T (a)

As before, in this experiment we consider all players to have the same capabilities

during their program execution, therefore their probability of �nding a puck at a

certain time is equal, and we can write βi = βj = β. As in for the reward function

using WLU, Eq. 5.4, we can write:

Ui

n
=
nk · β
n

· T (pi) +
(nm · (αj − αi)− nk · αi)

n
· T (ai)

ri ≈
nk

n
· β · T (pi)−

nk

n
·∆(α) · T (ai) (6.3)
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Figure 6.9: Pucks collected by non-WLU based learning swarm S2, and attack non-

learning swarm S1.

Fig. 6.9 shows the results achieved by two competing swarms, where the red

swarm, learned using individual utility (non-WLU) as the reward, using Eq. (6.3),

and the green opponent swarm has attacking players. It is evident that the learning

process still contributes to better or equal results when compared to non-learners.

Fig. 6.10a compares the Swarm Utility Di�erence (SUD), which is the di�erence

between the total utility got by the swarms, of two di�erent experiments. The SUD

of the experiment shown in Fig. 6.9 (namely the di�erence between the red and the

green lines) is shown in Fig. 6.10a in cyan. The SUD marked in magenta dashed-

line in Figure 6.10a is the SUD got by a WLU-based learning swarm from the

experiment shown in Fig. 6.5b. Comparing the results in Fig. 6.10a demonstrates

the advantage of learning using WLU function rather than ignoring the in�uence

of the individual player on its environment. In other words, the magenta WLU-

based SUD is always equal or higher than the cyan non-WLU-based SUD, which

justi�es WLU-based learning.
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(a) The SUD of two di�erent learning-swarms got by playing versus an enemy-
attackers swarm.
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(b) The SUD of two di�erent learning-swarms got by playing versus a swarm that
avoids collisions.

Figure 6.10: A comparison of the Swarm Utility Di�erence (SUD), US2 , of di�erent
learning-swarms S2 competing with a swarm of a non-learning swarm S1. The
SUD of the swarm that learns non-WLU-based reward is marked in cyan and the
swarm learns with WLU-based reward is marked in magenta. WLU-based reward
is always equal or better.
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A comparison of the non-WLU learning and WLU-based learning SUD is shown

in Fig. 6.10b, where in these cases the learning swarms competes a swarm that

uses avoid policy. The magenta dashed line, marked with �lled circles, is for the

WLU-based learning swarm, and cyan dashed line, marked with un�lled circles, is

for the non-WLU learning swarm. In this case, where the original gain of learning

was small, the results with non-WLU function were still similar. As a reminder,

since we deal with zero-sum games, the other SUD, USm is not shown in the �gure,

but is known to be the negative of USk
.

To summarize, in this subsection we demonstrated that learning base on WLU-

function performs equally or better than learning based of individual utility. In

the next subsection we explore the approximation of the reward, based on the

proposed model's WLU function.

6.3.2 Rewards Comparison

In this subsection we explore di�erent approximation parameters for the calcula-

tion of the individual robot's reward. So far, in this chapter we assume identical

behavior during foraging program execution time, and therefore the contribution

of program time is identical for all robots, regardless of their swarm identities.

We do not assume identical contribution during the interaction time, therefore we

explore the in�uence of the di�erent α values for di�erent players.

Since a robot cannot be aware of the contribution of collision time to its own

and to its surroundings rewards, we used an approximation in Eq. (5.4). To

verify the in�uence of the speci�c value of ∆(α) we tested a variety of values and

examined their e�ect on game results, i.e. on the number of pucks collected during

the game. In particular, we examined the e�ect of the α, the multiplier of T (a),

values on the SUD, which is the di�erence between the number of pucks collected

by the learning swarm S2 versus the number of pucks collected by the non-learning

swarm S1. We concentrated on the attack policy swarm, as the opponent, where

the resulted swarm utility values were signi�cantly better for learning swarms.
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(a) Pucks collected by a learning swarm S2, us-

ing a reward where ∆(α)=0.25, and attack non-

learning swarm S1.
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(b) Pucks collected by a learning swarm S2, us-

ing a reward where ∆(α)=0.2, and attack non-

learning swarm S1.
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(c) Pucks collected by a learning swarm S2, us-

ing a reward where ∆(α)=0.08, and attack non-

learning swarm S1.

6 10 16 20 26 30 36 40 46 50
robots

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

pu
ck

s

S1: Attack Policy  S2: Learn Policy
Total pucks
S1 pucks
S2 pucks

(d) Pucks collected by a learning swarm S2, us-

ing a reward where ∆(α)=0.02, and attack non-

learning swarm S1.

Figure 6.11: Number of pucks collected by two competitive swarms in a 10 minutes
limited game, after 50 minutes of learning, using di�erent learning rewards.

Figure 6.11 shows the number of pucks collected versus robot densities, for com-

petitions between a non-learning attacking swarm (green), and a learning swarm

(red). The learning swarm used the approximation of Eq. (5.4) with the parame-

ter ∆(α) of 0.25, 0.2, 0.08 and 0.02, instead of 0.125 used in other sections and in

the baseline cases. It is evident that changing this parameter, in�uences the SUD
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results. Therefore, we compared a range of ∆(α) values in Fig. 6.12.
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Figure 6.12: The SUD US2 , of learning-swarm S2 using di�erent ∆(α) values in
reward, the plays versus faster swarm S1, that attack all players in swarm S2.

Figure 6.12 shows a comparison of the swarm-utilities of the learning swarm

when competing a non-learning, attacking swarm, in di�erent robot densities in the

arena. Each dashed line in the �gure marks the SUD achieved using a di�erent

∆(α) value in the reward of Eq. 6.1. Where the values were ranging between

0.02 to 0.25. It is evident from the �gure that as the robots density in the arena

increases, the spread of the resulted SUD also spreads. For low densities, all

tested cases gave similar results. One can explain that the learning process a�ects

behavior during con�ict resolution times, and since there are fewer collisions in

lower densities, the di�erences are minor. Low values of ∆(α) provide some lower
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bound on the possible performance, which leads to very poor performance at high

densities, resulted swarm-utilities of zero or negative. Upper ∆(α) tend to form

an upper bound on performance, with di�erent values taking the maximum results

for speci�c robot densities. It is interesting to say the the random action selection

gives performance between the lower bound and the upper bound for all densities.

Another observation that is clearly seen in the �gure, is that as ∆(α) increases,

the separation from the lower bound occurs at lower densities.

In most of this work, we have used the value ∆(α) = 0.125, due to a number

of reasons. First, for highest densities this parameter provides the best SUD

values, under the de�ned environment. One should bare in mind that the �gure

shows results of a speci�c opponent swarm type, total of two swarms in the arena,

and speci�c arena. Since this work examines various cases with di�erent hyper

parameters used in this subsection, this value was selected to avoid over-�tting.

Future work may explore the use of di�erent ∆(α) values as a function of the

robots densities and other environmental parameters.

Number of

players in

game

Percent of

players

learned to

Attack with

reward

R0.02

Percent of

players

learned to

Attack with

reward

R0.08

Percent of

players

learned to

Attack with

reward

R0.125

Percent of

players

learned to

Attack with

reward R0.2

Percent of

players

learned to

Attack with

reward

R0.25

6 0% 0% 1.6% 1.6% 8.3%

10 0% 0% 1% 12% 18%

16 0% 0% 2.5% 26.8% 29.3%

20 0% 0.5% 2% 34.5% 35.5%

26 0% 0.8% 11.5% 46.9% 47.6%

30 0% 1.6% 33.3% 57.3% 57.6%

36 0% 2.2% 51.1% 62.7% 65%

40 0% 4.25% 49.25% 63.5% 64%

46 0% 17.6% 58.2% 69.1% 72.6%

50 0% 32.6% 56.4% 76.8% 78.4%

Table 6.3: Percentage of players from swarm S2 learned to use Attack policy in
the experiment of Fig. (6.12).
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Table 6.3 shows the percent of robots chose the Attack policy rather than

Avoid policy at the end of the learning process. One can observe that in this

tested scenario, the percentage of players who choose to Attack is larger as the

reward parameter is larger, but this percentage is blocked at a certain density. The

distribution of the players' decisions a�ects the total number of pucks collected by

the entire swarm as can be seen in the Fig. 6.12. It makes sense that the di�erence

between the ∆(α) parameters of the reward a�ects the degree of aggressiveness

of the players, since the α parameter represents the contribution of the collision

time on the player's utility. In other words, a player who bene�ts from longer

interaction learns to attack more, and a player who bene�ts from concentrating on

the game rather than colliding learn to avoid collisions to maximize its program

execution time.

6.3.3 Robustness to Initial Conditions

As described in Section 5.1, the standard experiments assumed �xed locations of

home bases and pucks, and were symmetric in location. However, since initial

position of the robots was random, there could still be an unintentional advantage

to one of the swarms. Therefore, the following experiments tested 200 runs in 200

di�erent initial puck locations, which resulted with behavior similar to previous

experiments. Figures 6.13a, 6.13b, 6.13c and 6.13d should be contrasted with

Figures 6.1c, 6.1a, 6.4b and 6.4a respectively.
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(a) Swarm S2 use Attack policy, while swarm S1 use
Avoid policy.

6 10 16 20 26 30 36 40 46 50
robots

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

pu
ck
s

Random Pucks, S1: Avoid Policy  S2: Avoid Policy
Total pucks
S1 pucks
S2 pucks

(b) Both swarms use Avoid policy.
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(c) Swarm S2 Learns policy, while swarm S1 use At-
tack policy.
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(d) Swarm S2 Learns policy, while swarm S1 use
Avoid policy.

Figure 6.13: Number of pucks collected by two competitive swarms in a 10 minutes
limited game, after 50 minutes of learning.

For the non-learning scenarios, �gures 6.13a and 6.13b, we achieved the exact

closely matching results to our standard experiment con�guration. In the other two

scenarios there were minor di�erences, which still kept the same general behavior

we saw in the standard experiments. However, those relatively small di�erences,

gave the idea to also check what happens when one of the swarms has intentionally

some kind of advantage over the other. In subsection 7.5 we locate the pucks closer

74



to the non-learning swarm and check if the learning swarm could overcome this

disadvantage.

To conclude, the results of examining the learning process in di�erent environ-

ments, were independent of initial puck location. We can therefore assume, that

the standard experiment con�guration is general enough and the learning process

behaves similarly both in symmetric and asymmetric initial puck location.

6.3.4 Comparing Di�erent Exploration and Selection Meth-

ods

As discussed in previous chapters, during learning, a player selects actions to

perform based on a select method, then performs the selected action, then measures

the reward, and updates the estimated values of the action. Furthermore, in this

work we use Upper Con�dence Bound (UCB) method as a selection method; Multi-

Armed Bandit (MAB) learning algorithm; and the reward based on zero-sum game,

player's utility and the mutual in�uence of the player on the other players and

vice versa, using the Wonderful Life Utility (WLU) function. In this subsection,

we replaced the UCB with alternative methods detailed below, to demonstrate

the generality of use of the rest of the model. We therefore experimented the

same scenario, where the di�erence for the learning swarm was from the following

alternatives: Discounted UCB (DUCB) described in [21], a greedy method, and a

periodic random exploration using two di�erent parameters. All learning process

are used with the same WLU-based reward function.

The comparison shows that our WLU-based reward function is applicable not

only to the UCB selection method, but also to other known selection methods.
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Figure 6.14: The Swarm Utility Di�erence (SUD) US2 , of learning-swarm S2 using
di�erent selection methods during the learning process. The reward function is
equal for all learning swarms.

Figure 6.14 compares the SUD values US2 , which is the di�erence between the

number of pucks collected by each swarm, when compete with a non-learning, at-

tacking swarm. Each curve shows the SUD for a set of runs, where the learning

swarm used di�erent method selection, while the calculation, learning reward and

action's value estimation are the identical to the standard scenario. It is evident

from the �gure that most of these alternative methods, as the one speci�cally

proposed earlier (UCB based), provides signi�cantly positive SUD values, mainly

in the higher densities. The results are surprising in two ways. First, the greedy

method outperforms UCB. Second, the Discounted UCB, which is intended for

distributed learning settings, is outperformed by all methods. One possible expla-

nation for the DUCB results is that the WLU-based reward function is already

considering the distributed learning environment, and the impact of the player's

actions to its surrounding.
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6.3.5 Learning in a Single Swarm

This subsection deals with the single swarm scenario, and tries to assess the learn-

ing ability in the single-swarm case, thus be a generalization of earlier results. In

this case, four di�erent possible actions from two possible strategies were exper-

imented. In these experiments, the pucks were collected by a single swarm in a

standard time-limited, in a standard 10-minutes game. There were �ve scenar-

ios, four of �xed policies where no learning was performed, and all robots always

chose the same prede�ned action during interaction, and one scenario where each

robot learned a preferred action according to the proposed model. In the four

�xed actions, three actions are of �ight type, as described in subsection 5.2. As

a reminder, in this action the robot �nds the most vacant direction (less robots

detected), rotates towards this direction and drives forward for a predetermined

time. In this experiments the time durations were chosen to be 50, 500 and 1000

ms. In addition, a forth action that was allowed to the robots to learn was a �ght

action, in which the robot drives forward for a �xed duration of 1000 ms towards

the robot which it interacts with. In the �fth scenario, robots in the swarm learned

to choose one of the above four actions.

Adapting the utility of a single player to the single swarm case based on the

proposed theory, the reward used by the robots during learning, using Eq. (4.2),

(4.10) and (4.13):

WLUi = uki + ϕi
Sk

= nk · (β · T (p)− αi · T (a)) + ϵρSk
− ϵρSk

= nk · (β · T (p)− αi · T (a)) + nk · (β · T (p)− αk · T (a))− nk · β · (T (p) + T (a))

= nk · (β · T (p)− (αi + αk + β) · T (a))

Figure 6.15 shows the number of pucks collected by the swarm. Note that the

single swarm case, is not a zero-sum game, and the SUD becomes the number of

pucks collected. It can be seen from the �gure that the di�erent actions perform

di�erently. The worse action of �ght (black) results from the swarm being occupied

with interactions. The cyan, magenta and yellow lines are for the three �ight

methods. The learning swarm achieved exactly the highest possible score when
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compered to all other actions (the two curves, yellow of �ight with duration of 50

ms, and blue of learn are overlapping). The swarm has learned almost universally

to use the most e�ective action for a game without opponents, which is the action

that avoids collision in the fastest time, and thus, the robots can return to collect

pucks.
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Figure 6.15: Number of pucks collected by a single swarm using di�erent collision
actions and during intra-swarm learning. The learned result (yellow) overlaps the
best non-learned results (blue).

The experiment shows that the learning method which is suitable for two

swarms is also suitable in the case of one and only swarm, and examines a case

similar to the one tested in previous works of [18, 43].
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Chapter 7

Asymmetric Competition

In the previous chapter we concentrated on the case of identical competing swarms,

i.e, during the program execution state (not during con�ict resolution), the robots

behave exactly the same when searching for pucks and moving to their respective

homebases. In this chapter, we now elaborate on the case of non-identical program

executing behavior for di�erent swarms, and in particular when one of the swarms

has some kind of advantage over the other, and even a case of three swarms

competition. We explore the case of competing a faster swarm, an uneven number

of robots in the swarms, and a case of advantaged location of homebase in the

arena. When in disadvantage, being equal to the opponent is insu�cient to win,

and the learning swarm needs to overcome the opponent's advantage gap.

Section 7.1 applies the asymmetric conditions to reward function, for the fol-

lowing sections of this chapter. Section 7.2 analyze the case where the learning

swarm is slower than the other during the program execution time. Section 7.3

demonstrates the case of three-swarm competition, where the learning swarm is

slower than the others. Section 7.4 shows the case where the learning swarm is

disadvantaged by having less players in the swarm than the other. Section 7.5

shows a case of a learning swarm with disadvantaged location of homebase in the

arena.
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7.1 The Reward Function for Asymmetric Swarm

As a reminder, Chapter 4 de�ned the parameters α and β as the contribution of

the interaction and program execution times, respectively to the utility. In the

previous chapter, we assumed that there is no inherent advantage to any of the

swarms or robots, therefore, their β parameters were equal. In this chapter, we

give the non-learning swarm an advantage, and therefore its chance to get more

pucks in a given time interval is higher.

We now relate to the case where the non-learning swarm has an advantage over

the learning swarm, which is demonstrated in the rest of this chapter. The advan-

tage is related to the program execution, foraging, rather than during interactions.

Such advantage could be created through higher speed, better homebase location,

bigger swarm, etc. Therefore, it would probably in�uence the β parameters rather

than the α parameters. In all experiments we kept the advantage ratio to be 7
6

as detailed in the next sections. Our goal now is to re�ects this disadvantage

of the learning swarm into the learning process by a�ecting the reward function

parameters.

We estimate the reward for the scenario where the program execution is not

identical, i.e βi ̸= βj. Since the advantage ratio of the swarms is 7
6
, we assign

βj = βm =
7

6
· βi =

7

6
· βk

into Eq. (5.2), to get the WLU of player i, in order to estimate the reward:

W
USk
i

n
=

((
nk +

5
6
· nm

n

)
· βi
)
· T (p) +

(( 7
6
· nm − nk

n

)
· βi
)
· T (a)

+

(
2 · nm · αm − nk · αi − nk · αk − 2 · nm · αi

n

)
· T (a) (7.1)

Therefore we can rewrite Eq. (5.4), using Eq. (7.1), to get the approximated

reward for the disadvantaged learning swarm case:
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R =
W

USk
i

n
≈ 11

12
· β · T (p) +

(
n′
i

n′ · σi · |∆(α, β)|
)
· T (a) (7.2)

We use this reward in the learning process of the experiments detailed in the

next sections, where di�erent values are assigned to ∆(α, β), and the e�ect on the

results is demonstrated and discussed.

7.2 Competing a Faster Swarm

In this subsection we analyze the case where the robots on the arena are not

homogeneous during the program execution. We assume the scenario where the

robots in swarm S1 are faster than the robots in swarm S2. In other words,

swarm S2 has initial disadvantage when competing swarm S1.

We �rst illustrate the advantage of S1 with non-learning S2. We then follow with

faster swarm S1 and learning swarm S2 with a goal to defeat S1. In this section

we gave swarm S1 speed of 70 , and swarm S2 the speed of 60 cm/m.

7.2.1 Baseline: Two Non-learning Swarms with Speed Dif-

ference

In order to explore the bene�t of learning, we would like to give the �xed

behavior swarm an advantage. In the baseline one swarm has inherent greater

speed during the program execution time, and therefore has an advantage over

the other in collecting pucks. We started the sequence of experiments in this

subsection with an experiment that veri�es that swarm S1 indeed has collected

more pucks in the game since it is faster when this is the only di�erence between

the swarms.
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Figure 7.1: Swarm S1 is faster than swarm S2, both always avoid collisions. The
advantage of swarm S1 is consistent for all densities.

As shown in Figure 7.1, the faster swarm collects more pucks in every density.

In order to compare the results of experiments that involve a learning process with

di�erent speeds, we ran two more experiments without learning. The experiment

shown in Figure 7.2a, where swarm S1 is faster than swarm S2. The faster swarm

S1, uses �ght method robots against the opponent swarm, i.e. attacks opponents

(while avoiding collisions within its swarm). The slower swarm S2, always uses

�ight method, i.e., avoids collisions. As shown in the �gure, S2 loses in almost all

densities, get similar results in higher densities, and wins only in the most crowded

game settings.

In the next experiment, shown in Figure 7.2b, swarm S1, is still faster than

swarm S2, but the faster swarm S1, uses �ight method and the slower swarm S2,

uses �ght method. As shown in the �gure, S2 wins in low densities, and loses in

high densities.
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(a) Pucks collected when faster swarm S1 Avoids, slower swarm
S2 swarm Attacks.

6 10 16 20 26 30 36 40 46 50
robots

0
5

10
15
20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

pu
ck
s

Faster S1: Attack Policy  S2: Avoid Policy
Total pucks
S1 pucks
S2 pucks

(b) Pucks collected when faster swarm S1 Attacks, slower swarm
S2 swarm Avoids.

Figure 7.2: Number of pucks collected by two competitive swarms in a 10 minutes
limited game with di�erent densities, where the swarms has di�erent driving speeds
of 60 and 70.

In the previous chapter, we saw that for identical swarms during program

execution time, (Fig. 6.2) the �ight method wins at lower densities, while the

�ght wins in higher densities, where the equal score was achieved for density of

36 robots on the arena (Fig. 6.1c). In the current runs, we see that the faster
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speed in�uences this �tie� point: S1 wins from lower density till density of 46

when it uses �ight method, (Fig 7.2) and S1 wins from density 26.

In the next sections we apply learning in order to successfully overcome the

learning-swarm's disadvantage. We test our learning model against four non-

learning advantaged swarms.

7.2.2 Learning Swarm vs. a Faster Attacking-Swarm

We now apply learning in order to successfully overcome the learning-swarm's

disadvantage of speed as described earlier in this section. The policy of the non-

learning faster swarm is Attack, i.e, �ght in inter-swarm collisions and �ight in

intra-swarm collisions. Fig. 7.3 provides the result of one of the examples men-

tioned in subsection 7.1, using reward of R0.145, where ∆(α, β) = 0.145 in Eq.

(7.2).
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Figure 7.3: Swarm S1 moves in 70 speed always attacks enemies, swarm S2 move
in 60 speed and learns how to act in collisions, using reward R0.145.

Figure 7.4 compares the three examples of rewards mentioned in Subsection

7.1. As usual in this work, the x-axis represents the total number of robots on
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the �eld both swarms, i.e. the density. The y-axis represents the SUD received by

the learning swarm, as de�ned in de�nition 4, i.e., the number of pucks collected

by swarm S2 minus the number of pucks collected by S1. In order to simplify the

comparison between the di�erent rewards, we compare the swarm utilities, rather

than the pucks collected for each swarm. The SUD of the experiment shown in

Fig. 7.3 is represented by the yellow line in Fig. 7.4.

Each graph in the �gures shows the results of an experiment run with a dif-

ferent reward function, from the rewards suggested above. The cyan graph repre-

sents the learning outcomes with reward R0.1, where ∆(α, β) = 0.1 in Eq. (7.2).

The magenta graph represents the learning outcomes with reward R0.125, where

∆(α, β) = 0.125, and the yellow graph represents the learning outcomes with re-

ward R0.145, where ∆(α, β) = 0.145. The black graph is the results got by swarm

S2 when learning was not involved.
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Figure 7.4: The SUD US2 , of learning-swarm S2, the plays versus faster, attacking
swarm S1.

In Figure 7.4, the learning swarm S2, is the slower swarm, which moves at a

speed of 60. The faster swarm S1, which moves at a speed of 70, does not learn.

The robots in this swarm always avoid colliding inside the swarm and attack robots

that are not from their swarm. It can be seen that all the rewards tested overcome

the non-learning swarm, as the SUD is greater than or equal to zero. In addition,

the learning swarms get signi�cantly better results than the non-learning swarm.

At low densities all types of rewards achieved close results, while the learning with

reward R0.145 achieving the best results. It should be noted that reward R0.1 at the

lowest density (6 robots from both swarms in the �eld), achieved a swarm-reward
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of 0, i.e. did not defeat the previous swarm on average, but achieved the same

result on average. At medium densities, (26 and 30 robots in the �eld), it can be

seen that there is a very large gap between the types of learning. Learning with

reward R0.1 achieves signi�cantly lower results from the other rewards, although it

still defeats the second swarm. At high densities the various rewards again achieve

relatively close results, where at any density it can be seen that there is di�erent

reward that achieves a higher result.

The results shown in the �gure can be explained according to the Table 7.1.

Each column refers to the percentage of player learned the attack policy, where

its complement to 100% learned the avoid policy. The results are obtained us-

ing di�erent ∆(α, β) values of the reward function in Eq. (7.2), and their SUD

comparison is shown in Fig. (7.4).

Number of

players in

game

Percentage

of players

learned to

Attack with

reward R0.1

Percentage

of players

learned to

Attack with

reward

R0.125

Percentage

of players

learned to

Attack with

reward

R0.145

6 0% 0% 3%

10 1% 2% 3%

16 3.125% 5% 15%

20 3.5% 10% 25.5%

26 5.3% 30% 43.8%

30 12.33% 45.66% 53.66%

36 38.88% 60.55% 61.66%

40 53% 60.75% 62%

46 67.82% 60% 66%

50 66.4% 71.8% 71.2%

Table 7.1: Percentage of players from swarm S2 learned to use Attack policy, in
the experiment of Fig. (7.4).

When comparing the distribution of actions chosen by the robots at the end

of the learning process, one can identify reasons for some of the di�erences or
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similarities in the SUD results obtained from the various rewards. At densities of

6 and 10 robots on the �eld, when the distribution of choices after the learning

process is very close and low, it can be seen that the results are similar. Between

densities of 16 to 26 robots on the �eld, higher results can be seen for a swarm

with reward of R0.145. It can be seen in the table that at these densities, the

learning with this reward causes more robots to choose to attack opponents, and

at these densities it allows better results. The largest di�erence in results between

the tested rewards is for a density of 30 robots in the �eld. At this density, similar

percentages (53% and 45%) of robots that learn to attack using rewards of R0.125

and R0.145, compared to only 12% of robots in the swarm that learn with reward

R0.1. The swarms that studied with a reward R0.125 and R0.145 received an average

swarm-reward of 27, compared to the swarm that studied with a reward of R0.1

that received an average of only 13. Therefore, it can be said that at this density

when half of the swarm is attacking, the result is twice as good than the case

where only a minority learns to attack. In the high densities it can be seen that

the percentages are closer and so are the results.

7.2.3 Learning Swarm vs. a Faster Avoiding-Swarm

We now apply learning in order to successfully overcome the learning-swarm's

disadvantage of speed as described earlier in this section. The policy of the non-

learning faster swarm is Avoid, i.e, �ight from all robots of both swarms. Fig.

7.3 provides the result of one of the examples mentioned in Subsection 7.1, using

reward of R0.145.
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Figure 7.5: Swarm S1 moves in 70 speed always avoids collisions, swarm S2 move
in 60 speed and learns how to act in collisions, using reward of R0.145 .

Figure 7.6 shows the results of the experiments run with the four types of

rewards suggested above. The learning swarm is the slower swarm, which moves

at a speed of 60. The fast swarm, which moves at a speed of 70, does not learn.

The robots in this swarm always avoid collisions with all types of robots. The

SUD of the experiment shown in Fig. 7.3 is represented by the yellow line in Fig.

7.4.
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Figure 7.6: The SUD US2 , of learning-swarm S2, that competes a faster swarm S1,
that avoids collisions.

The blue and the black lines represents the non-learning behavior which pre-

sented here as a reference. Although the di�erences of the swarm-utilities got by

the di�erent rewards were very minor, one can observe that the learners' swarm-

utilities in all learning cases, follow the black line for lower densities, where it

holds the advantage, and follow the blue line in higher densities, where it holds

the advantage. There is no learning that achieves signi�cantly better results. In

this case, there are some densities where the learning does not seem to achieve bet-

ter results than in a �xed policy, even though there are some densities where the

learning policy gets higher results. Our assumption is that the competing swarm

is a very strong swarm; it has a speed advantage over the learning swarm, and it

always avoids collisions and concentrates on collecting pucks. As long as it has the
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speed advantage, we could not �nd a competing swarm that could beat it. From

these conclusions we thought test learning against another swarm when there is a

speed advantage, which is easier to compete with, than the one described in this

subsection, the mixed-swarm of the next subsection.

7.2.4 Learning Swarm vs. a Faster Mixed-Swarm

The avoiding swarm is really hard to defeat when having speed advantage in low

densities. We wanted to compete against another faster, non-learning swarm, that

would be at competent level between the attacking and avoiding swarms, so that

we could test our learning model. We created a faster mixed-swarm, where half of

the robots use �ght method in any interaction; Aggressive policy, and the other

half uses �ight method in any interaction; Avoid policy.
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(a) Swarm S2 moves in 60 speed and always avoids
collisions.
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(b) Swarm S2 moves in 60 speed and always attacks
swarm S1.

Figure 7.7: Number of pucks collected by two competitive swarms, in a 10 minutes
limited game. S1 is faster, half of its players attacks all players, and the other half
avoids all players.

Fig. 7.7 shows the baseline, where no swarm is learning. In both �gures 7.7a

and 7.7b, swarm S1 which is marked green, is faster and is mixed; half of the

swarm uses �ight method for all collisions, and the other half uses �ght method

for all collisions, as described above. Fig. 7.7a shows the case where the slower
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swarm S2, marked red, uses �ight method for all collisions, and Fig. 7.7b shows

the case where swarm S2 uses �ight method for intra-swarm collisions and �ght

method for inter-swarm collisions. It is evident from the �gure that a non-learning

avoid policy is always better than the faster mixed-swarm, and the attack policy is

always worse. Note that the number of pucks collected by the faster mixed-swarm,

marked in green, which does not change policy between those two experiments,

still has signi�cant di�erence in performance, due to the behavior of the other

swarm.
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Figure 7.8: The SUD US2 , of learning-swarm S2, using di�erent rewards, that
competing with a faster mixed-swarm S1.

Fig. 7.8 shows the swarm-utilities of the learning swarm S2, when compet-

ing against a faster mixed-swarm, S1, using di�erent rewards parameter, ∆(α).

The black line represents the baseline of non-learning avoiding swarm shown in

Fig. 7.7a. The colored lines represents learning with di�erent rewards. One can

observe that the learning did not achieve any signi�cant advantage over the non-

learning case. The only consistent small advantage was with the reward of R0.02,

that represents slow learning and have not shown any advantage in previous ex-

92



periments. Therefore we can assume that the learning parameters may not �t this

scenario. We hypothesize that learning during a competition with a mixed-swarm

may bene�t from treating the mixed-swarm as two di�erent swarms. This hy-

pothesis is examined in the next section, and shows signi�cantly improved results.

Unlike in this subsection, where the best learning could compare to a non-learning

�xed policy baseline, learning while distinguishing between the di�erent opponent

swarms provided a higher score than any other case.

7.3 Three Swarms Competition: Learning with

Speed Disadvantage

In the previous chapter we found that learning against a faster mixed-swarm,

showed no better results than using a �xed policy. We hypothesize that learning

during a competition with a mixed-swarm may bene�t from treating the mixed-

swarm as two di�erent swarms. Therefore, we divided the faster mixed-swarm

into two faster homogeneous di�erent swarms with the same behavior described

in the previous section. The major di�erence to all previous experiments, is the

fact that when competing two swarms, each robot needs to learn a policy suitable

for each competing swarm. Therefore, at the end of the learning process, each

learning robot, will have a learned policy for each swarm-ID. To make the results

comparable to previous experiments, the number of robots in the learning swarm

is equal to the total number of robots in the two other faster non-learning swarms.

Figure 7.9 shows an example of an arena with robots from the three swarms.

Each swarm was given its own ID and color so that all robots could be distin-

guished. The learning swarm is marked in red LEDs, the attacking swarm in yel-

low, and the avoiding swarm in green. The total amount of non learning robots,

i.e. yellow and green robots is equal to the number of learning robot, i.e. red

robots, as explained above.
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Figure 7.9: Three swarms on the �eld, swarm-ID is visible with red, green and
yellow LEDs.

We examine two di�erent cases. We �rst let the red swarm learn with the

same reward function and parameters for both swarms, and the learning process

is separated for each swarm. It means that at the end of the learning period,

each learning robot can learn a di�erent policy for each competing swarm. The

results of this case are shown in Fig. 7.10. We compare the SUD of the learning

swarm S2, which is de�ned in Eq. 3.7. Since we measure in the experiments the

pucks collected by each swarm, the SUD measured in this �gure is the total pucks

collected by swarm S2, minus the total pucks collected by swarm S1 and S3. We

got way better results than the results of the learning process shown in Fig. 7.8.

Furthermore, unlike the previous subsection, we also achieved signi�cantly better

results the �xed-policy non-learning case marked in black. The results got after

a learning process are always equal or better than the results of a �xed-policy of

Avoid, marked in black. The reason is obvious, each competing swarm a�ects the

learning swarm di�erently, and therefore the learning process ends with di�erent

policies when it is split.
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Faster S1: Aggressive Policy  Faster S3: Avoid Policy  S2: Learn Policy with same paramas

S2 Learn 0.1
S2 Learn 0.125
S2 Learn 0.145
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Figure 7.10: The SUD US2 , of learning-swarm S2, that competes faster swarms S1

and S3, using equal reward parameters.

We further let our swarm learn with di�erent reward for each swarm. Since

the α parameter quanti�es the collision time with an opponent, we chose to use

di�erent α values during interactions with the di�erent swarms. Unlike Fig. 7.8

where we used the same value of parameter α for both opponent swarms, we gave

a �xed value for learning with swarm S3, which uses �ght policy in all interactions,

and gave di�erent values for reward of when interacting with swarm S1, which uses

�ight method in all interactions.

The results of this case are shown in Fig. 7.11 and are better than any other

run.
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Figure 7.11: The SUD US2 , of learning-swarm S2, that competes faster swarms S1

and S3, using di�erent reward parameters.

The conclusions from this section are follows. First, distinguishing between

swarms with di�erent behaviors, rather than treat them all as the same mixed-

swarm is bene�cial and brings signi�cantly better results. During the learning

phase each robot should maintain di�erent learning processes, one for each swarm.

This results with a separate policy for each swarm. Second, it is even better to

use separate reward parameters for each swarm, to account for the di�erent value

gained by a robot by interacting with di�erent types of opponents.

Now the question arises, are there optimal reward parameter values suitable

for each type of swarm, and can it be learned by the individual learning robots

during a competition. But this is left as future work.

7.4 Learning to Compete with a Larger Swarm

Another case of advantage to the non-learning swarm could be in the swarm size,

since more players of the swarm could collect more pucks, or occupy the opponent
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swarm, and then clear the way for the rest of their swarm. To allow fair comparison

with previous cases of swarm's advantage or disadvantage, we maintained the ratio

of 6:7, used earlier. Figure 7.12 provides the baseline case where both swarm use

the �xed policy of Avoid. We see a similar advantage in the resulted number of

collected pucks as in previous cases. In this case, the total number of robots in the

�eld (the horizontal axis), di�ers from other experiments, since the swarm sizes

are unequal. So for 13 robots there were 7 robots for S1 and 6 robots for S2, and

for 26, 39 and 52, there were double, triple and quadruple these numbers.
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Figure 7.12: Swarm S1, (marked in green) is larger than swarm S2 (red), in ratio
of 7:6.

Fig. 7.13 shows the case where the larger swarm S1 uses the Attack policy.

In Fig. 7.13a, the smaller swarm S2 uses Avoid policy, and in Figure 7.13b, it

learns the best policy. As expected, the non-learning larger swarm get equal or

better scores when competing the smaller avoiding swarm. However, when learning

is applied, the learning swarm defeats the attackers with signi�cant gap, for all

densities.
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(a) Pucks collected when larger swarm S1 Attacks, smaller swarmS2 swarm Avoids.
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(b) Pucks collected when larger swarm S1 Attacks, smaller swarm S2 learns best
policies.

Figure 7.13: Number of pucks collected by two competitive swarms in a 10 minutes
limited game with di�erent densities, where swarm S1 is larger than swarm S2 in
ration of 7:6.

98



To conclude, we showed another case where learning enables compensation of

the disadvantaged swarm.

7.5 Learning to Compete in a Disadvantaged Arena

Another type of advantage to the non-learning swarm may be a shorter distance

between the puck location and the homebase. Since the pucks distribution location

and the homebase location is are unknown to the robots, but once a robot found a

puck due to its random wandering in the arena, it �nds the homebase by searching

for its color. Therefore, decreasing the distance between the two, increases the

probability to �nd the homebase earlier and therefore increase the expected value

of the number of pucks in a given time. In the previous cases where the distance

was equal, the beta of the two swarms, which is the contributor of the program

time the robot's utility, were equal. In our case, since the distance is shorter,

the same amount of time-unit of foraging, would contribute more on the expected

value for bringing a puck to the homebase. Therefore we assume the beta values

are di�erent, with β1 > β2, where the larger β belongs to the swarm with the

advantage.

In Figure 7.14, the top puck location is 16 cm closer to the green swarm's

homebase, marked in cyan, than to the red swarm's homebase, marked in magenta.

In order to make the results in this subsection comparable with the previous results

in this chapter, the distance ratio of the locations of the upper puck from the two

homebases, is 7:6. Therefore, the ratio used for reward calculation during the

learning process was β1 : β2 = 7 : 6.
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Figure 7.14: Upper puck is 16cm closer to S1's homebase, marked in cyan, than
to the S2's homebase, marked in magenta.

The next two subsections examine the cases of competing with such advantaged

swarm as described above. The �rst case is where the non-learning advantaged

swarm uses avoid policy, and the second where the non-learning advantaged swarm

uses attack policy.

7.5.1 Learning Swarm Competing with an Arena-Advantaged

Avoiding-Swarm

In Figure 7.15 both swarms avoid collisions, and swarm S1 has advantaged home-

base location. It can be seen that the green swarm, S1 has a consistent advantage

over the red swarm, S2, due to its homebase location advantage. We use this exper-

iment as a baseline to compare with the in�uence of learning in such asymmetric

environment.
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Figure 7.15: Swarm S1 has an advantaged homebase location. Both swarms avoid
collisions.

The following Figure 7.16 shows the results of learning with homebase location

advantage, with two di�erent rewards. The �rst learning process, shown in Figure

7.16a uses a reward an equal value of β parameters to both swarms. In other

words, this reward does not take into account that for the same playing time, two

players from two di�erent swarms are likely to get a di�erent score. The second

�gure, 7.16a, shows learning using a reward where the β parameter values are

di�erent, due to the advantage in the homebase location.
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(a) Swarm S1 has an advantaged homebase location.
S1 avoid collisions, S2 learn how to act during colli-
sions with reward based on β1 = β2.
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(b) Swarm S1 has an advantaged homebase location.
S1 avoid collisions, S2 learn how to act during collisions
with reward based on β1 : β2 = 7 : 6.

Figure 7.16: Number of pucks collected by two competitive swarms, in a 10 minutes
limited game. S1 has an advantaged homebase location.

The results shown in the �gures above show that learning with equal beta values

during the reward calculation, improves the non-learning case for higher densities.

In this case the score is tied for densities of 36 and 40 robots, and it wins for

46 and 50 robots. After applying learning with two di�erent betas in the reward

calculation of the learning swarm, we see that it is tied on density of 30 robots,

and wins for densities of 36 and above. In other words, using two di�erent betas in

the case of disadvantaged homebase location, improves the results of the learning

swarm. Table 7.2 may explain the improvement when using di�erent betas in the

reward. Considering that the other swarm bene�ts more from program execution

time unit, the learning swarm has higher incentive to interfere with the other

swarm's robots rather than search for pucks. This is evident by the higher ratio of

attack policy learned by robots in the learning swarm at the end of the learning

process, when the reward is based on di�erent beta values.
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Number of

players in

game

Percentage

of players

learned to

Attack with

reward

based on

β1 = β2

Percentage

of players

learned to

Attack with

reward

based on

β1 : β2 =
7 : 6

6 1.66% 13.3%

10 1% 21%

16 1.8% 30%
20 3.5% 39.5%

26 13.4% 50%

30 25.6% 58.66%

36 53.8% 65.5%

40 53% 64.5%

46 61% 72%

50 67% 78.6%

Table 7.2: Percentage of players from swarm S2 learned to use Attack policy, in
the experiment of Fig. 7.4.

7.5.2 Learning Swarm vs. an Arena-Advantaged Attacking-

Swarm

In this subsection, the non-learning advantaged swarm S1 uses attack policy, i.e.,

uses �ght method in inter-swarm interactions, and �ight method in intra-swarm

interactions. As a baseline shown in Figure 7.17, swarm S2 uses avoid policy in all

interactions, i.e, both swarms use �xed policies and do not learn. The results in

the �gure show that using these policies, swarm S2 (red) collects more pucks in low

densities even though it is in disadvantage, collects less pucks in higher densities.
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Figure 7.17: Swarm S1 has an advantaged homebase location. Swarm S1 attack
enemies, swarm S2 avoid collisions.

Similar to the previous subsection, the following Figure 7.18 shows the results

of learning with homebase location advantage, with two di�erent rewards. The

�rst learning process, shown in Figure 7.18a uses a reward an equal value of β

parameters to both swarms. In other words, this reward does not take into account

that for the same playing time, two players from two di�erent swarms are likely

to get a di�erent score. The second �gure, 7.18b, shows learning using a reward

where the β parameter values are di�erent, due to the advantage in the homebase

location.
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(a) Swarm S1 has an advantaged homebase location.
S1 attack enemies, S2 learn how to act during colli-
sions without considering the di�erence in β values.
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(b) Swarm S1 has an advantaged homebase location.
S1 attack enemies, S2 learn how to act during collisions
considering the di�erence in β values.

Figure 7.18: Number of pucks collected by two competitive swarms, in a 10 minutes
limited game. S1 is faster, half of its players attacks all players, and the other half
avoids all players.

The results got by the swarm which applied learning based on β1 : β2 = 7 : 6

performed better when compared to the swarm which applied learning based on

β1 = β2. The SUD (di�erence of pucks collected by the swarms) of the learning

swarms with both equal and di�erent beta values, is shown in Figure 7.19, and

compared to the non-learning case of the �xed avoid policy. The cyan, magenta

and black lines represent the swarm-utilities of the experiments shown in Fig.

7.18b, 7.18a and 7.17 respectively. As in the previous subsection, we assume that

the improvement is a result of a more incentive to the learning swarm to interfere

with the other swarm's robots rather than search for pucks. It can be seen that

although the change in the β parameter is 6:7 which changes the program time

in�uence in 11:12, there is still some consistent advantage of changing the β.
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Figure 7.19: The SUD of swarm S2 in both learning processes, where Swarm S1

has an advantaged homebase location and uses attack policy. The magenta SUD
represents the equal beta case, and the cyan represents the di�erent beta case.

To conclude, in this chapter we examined di�erent cases where the learning

swarm had to overcome a disadvantage when compared to its competitor swarm.

We showed cases of disadvantage in speed, number of robots per swarm, and

in homebase location in the arena. In all cases, we found a potential way to

quantify the advantage of the other swarm into the reward function during learning,

and showed a clear improvement as a result of the learning with these reward

functions. We additionally showed the case of three swarm competition where the

two other faster non-learning swarms di�erent policies. In this case, we showed

that the learning swarm should maintain two di�erent learning processes, one for

each swarm, where every process has its own alpha and beta parameters, based on

the policies of the speci�c opponent swarm.
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Chapter 8

Discussion

In this chapter, we discuss some of the gaps between the theory and its application,

some potential ideas that have not been fully proofed in this work, and future

proposed work.

Our model suggests that the global density of each swarm in�uences the indi-

vidual and swarm utilities, and therefore should be taken into consideration in the

reward calculation. However, since the robots' sensing and communication capa-

bilities are local, and there is no global knowledge, the robots cannot be directly

aware of the total amount of players, or the actual density in the arena. Therefore,

in the reward approximation in Chapter 5, we use the local density rather than

the global density as an estimator. The local density is limited by the number of

sensors on a robot, and thus, is a�ected only by its immediate surroundings. This

change is supported by the experiments' results, but is not theoretically explained.

The theoretical model, and its estimations and approximations, presented in

Chapters 3 and 4 were related to a general case of multi-swarm competitions.

Therefore, both the individual and the swarm utilities were dependent on the

program execution and interaction times, T (p), T (a). When applying the model

to the more speci�c task of foraging, the intuitive utility measure would be the

number of pucks collected rather than some functions of times, as presented in the

�gures. However, the individual robot has used the time related utility as the basis

of its learning process, which still resulted in increasing the number of collected

pucks for the learning swarm. The relation between time related swarm utility and
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number of pucks collected has not been fully theoretically proven. Even if such

relation exists, it would �t a speci�c system design, and not the general problem.

Another potential gap in the simulation used in this work is the de�nition of

spatial interaction by an individual robot. In this work only if the front sensor

identi�es another player in a predetermined distance, the robot enters an inter-

action state. Therefore, there might be cases where robots are not aware when

being interrupted, e.g., when hit from the side. Our reward approximation tries to

compensate for this gap by counting the number of immediate surrounding robots

during interactions. This might be a possible explanation to the fact that in Fig-

ure 6.3 the attacking swarm counted its time of inter-swarm interaction almost

doubled the amount of time counted by the avoiding swarm.

When trying to estimate the individual's e�ect on its surrounding, we assumed

in Subsection 4.1.2 that in the absence of player i, if there was no con�ict between

the players, player j would be in Program-Time instead of in Action Time. There-

fore, it should get the utility accordingly. This assumption has not been proved or

tested. A possible way to explore this assumption is to run simulations without a

single player and compare the di�erences in the action and program times of the

other players, and on the scores got by each swarm.

An unsolved question arises from some of the experiments, namely, is there an

optimal value of the model parameters α and β, depending on the density and

the type of the opponent. A clue could be found in Figure 6.12 where better

results happened for di�erent densities for di�erent values of α. Another example

is the di�erence in the results between Figures 7.10 and 7.11 in a three swarm

competition. In the �rst experiment, the learning parameters were two learning

process occurred with identical parameters for each opponent swarm. The second

experiment suggested di�erent α parameters for each swarm, and got better results.

Therefore, the it might be assumed that the model parameters may be dependent

on both the density and the type of the opponent. Moreover, even though we

have demonstrated advantage of speci�c parameter values for a given scenario, we

did not look for the optimal value will provide the best results. We leave such

exploration for future work, and propose to let the individual robots learn those

values during the learning process.

Although the game-theoretical model is generic, our experiments concentrated
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on learning to resolve spatial interaction in a way that would maximize the Swarm

Utility Di�erence (SUD). In chapter 7, when exploring cases of learning with dis-

advantage, we have encountered some cases where there is no action policy in

interaction time, that would be able to compensate for the disadvantage during

program time. Speci�cally, when the advantaged non-learning swarm uses Avoid

policy, there is no possibility for the learning swarm to interfere strongly enough

to win the game.

We propose for future work to examine the applicability of the theoretical

model to tasks other than foraging which was used in this work, to validate the

generalization of the proposed model.
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Chapter 9

Conclusion

In this work we developed a general game-theoretic model for multiple competitive

swarms. We formulated the individual and global utilities for K -swarms compe-

tition, with a single assumption of zero-sum game between two individual players

from di�erent swarms. We de�ned the term Swarm Utility Di�erence (SUD),

which is a measure of scoring the game results for multiple swarms. We showed

that the game between two swarms is always a zero-sum game, and showed possible

extension to zero-sum game for the K -swarm case. We calculated the in�uence of

individual players on all swarms-utilities, by considering the e�ect of their presence

and absence.

We then applied the theory into the �eld of competitive robot swarms. We

de�ned the global and individual utilities as a function of time for a generic multi-

swarm competition, by estimating the individual player's utility and the e�ect on

its surroundings, based on WLU function. One nontrivial observation from the

model, is that a robot can increase its SUD not only by performing its original

task, but also by interfere its opponents in performing their tasks.

We also proposed a learning process of each individual robot in multi-swarm

competition, by calculating its own reward, and providing a general way for eval-

uation and selection of its possible actions. To �nd such interaction policies, we

apply reinforcement learning methods to train robots individually. The robots

cannot communicate with each other. Thus, global information such as the collec-

tive score of a swarm or the total number of members in each swarm, is unknown
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to any of its member agents. The proposed learning model tries to overcome the

gap due to this partial information known to each robot, by considering the swarm

identity of the other robots during each interaction, and approximating di�erences

between the swarms.

As an example, we then applied the general model for the more speci�c case

of multi-swarm competitive foraging. We also de�ned relevant action sets and

policies, and proposed an experimental environment and settings. We examined

the model on the challenging problem of how robots in a competitive multi-swarm

environment should interact during spatial con�icts, in order to outperform the

other swarms.

We have ran an extensive series of simulated experiments, and validated the

proposed model. The experiments mainly concentrate on competitive multi-swarm

cases, but also generalized for the single swarm case, to compare with previous

works and show applicability. We checked the e�ect of learning on symmetric two

swarm competition, where all players perform identically during their main task

execution, but may act di�erently during interacting with other robots. We showed

that the learning swarms performed equally or better than a non-learning swarms,

which uses a prede�ned policy. We explored the performance of the learning model

in di�erent environments and hyper parameters.

We then expanded the simulation for cases of a learning swarm with initial

disadvantage. We explored the cases of competing a faster swarm, an uneven

number of robots in the swarms, and a case of advantaged location of homebase

in the arena. When in disadvantage, being equal to the opponent is insu�cient to

win, and the learning swarm needs to overcome the opponent's advantage gap. To

do so, we modi�ed the reward function from the symmetric case to the asymmetric

case, to re�ect the overcome the disadvantages. We also explored the case of three

swarms competition and showed generalization. All results support e�cacy with

the proposed model.
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