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Abstract

This paper studies markets, such as Internet marketplaces for used cars or mortgages, in which consumers engage in sequential search. In particular, we consider the impact of information-brokers (experts) who can, for a fee, provide better information on true values of opportunities. We characterize the optimal search strategy given a price and the terms of service set by the expert, and show how to use this characterization to solve the monopolist expert’s service pricing problem. Our analysis enables the investigation of three common pricing schemes (pay-per-use, unlimited subscription, and package pricing) that can be used by the expert. We demonstrate that in settings characteristic of electronic marketplaces, namely those with lower search costs for consumers and lower costs of production of expert services, unlimited subscription schemes are favored. Finally, we show that the platform that connects consumers and experts can improve social welfare by subsidizing the purchase of expert services. The optimal level of subsidy forces the buyer to exactly fully internalize the marginal cost of provision of expert services. In electronic markets, this cost is minimal, so it may be worthwhile for the platform to make the expert freely available to consumers.
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1. Introduction

We study markets in which consumers search sequentially for a single item that they are interested in acquiring. A classic example is a consumer looking to buy a used car. She will...
typically investigate cars one at a time until she decides on one she wants. Similar models apply in a range of settings beyond consumers purchasing goods: for example, sequential search theory has been applied to job-search, house search, technology R&D, and mate search [27, 35, 7, 40, 22, 42]. Analysis of search is becoming increasingly important in the context of modern electronic marketplaces because of the emergence of a plethora of online sellers and the ability to access them easily [3, 9, 20].

The main tradeoff in sequential search arises from the fact that there is a cost incurred in finding out the true value of any opportunity encountered [2, 24, 27]. For example, there is a cost to arranging a meeting to test drive a car you are considering purchasing, or to evaluating an offer received when shopping for a mortgage online. The searcher needs to trade off the potential benefit of continuing to search and seeing a possibly more valuable opportunity with the costs incurred in doing so [18]. An additional complexity is that searchers often only obtain a noisy signal of the true value. For example, the drivetrain of a used car may not be in good condition, even if the body of the car looks terrific. Similarly, when shopping for a loan online, a promising offer with a low interest rate might turn out to be a poor offer due to stringent terms and conditions, or excessive initiation fees and closing costs. The relaxation of the assumption of perfect values not only changes the optimal strategy for a searcher, it also leads to a niche in the marketplace for new information brokers. These information brokers, or experts, are service providers whose main role is to inform consumers or searchers about the values of opportunities. An expert offers the searcher the option to obtain a more precise estimate of the value of an opportunity in question, in exchange for the payment of a fee (which covers the cost of providing the service as well as the profit of the expert). In the used-car example, independent mechanics or agencies like Carfax that provide reports on car histories can serve as experts. The expert does not necessarily need to be an entity external to the platform the users use for reviewing opportunities. Instead, it can be a service offered by the platform itself.

Prior work on the problem of sequential search with noisy signals has treated the expert (or equivalent) as exogenous to the model, assuming that the searcher can purchase information on the true value of an opportunity as needed [29, 42]. In this work we investigate what happens when the expert and the platform connecting experts and searchers are both potentially strategic players with their own incentives.

This paper. We introduce a model of a search market with a self-interested expert that attempts to maximize her expected profit. She must decide how to set prices and other characteristics of the services she offers, choosing from a rich set of (possibly nonlinear) pricing models. The expert is taken to be a monopolist, since in many situations of interest the economies of scale involved in production of expert services favor the emergence of
monopolies, and even when there are competitors in a market, the platform that connects consumers and experts may have a special relationship with one provider, or may provide expert services itself as a value-added product.

In order to study the monopolist’s pricing problem, we first need to characterize the optimal response of a searcher to the expert’s strategy. The most common pricing models used in today’s markets are a la carte (pay-per-use) pricing, fixed-fee pricing (subscriptions to services) and non-linear package pricing (where the expert sells packages of a fixed number of uses of her services for a given price) (the first two pricing models are actually special cases of the third, but worthy of special consideration because of their ubiquity). For the general case of non-linear pricing we prove that, under a standard stochastic dominance assumption on the signal structure (that higher signals are “good news” [32]), the optimal search rule is characterized by a “double reservation value” strategy, whenever the expert can be used only upon purchasing a new package, and a “single reservation value” strategy whenever a purchased package has not been completely exhausted. With the double reservation value strategy, the searcher rejects all signals below a certain threshold, resuming search, and accepts all signals above another threshold, thus terminating search without querying the expert; the agent purchases a new service package and queries the expert for all signals that are in between the two thresholds. With the single reservation value the searcher rejects all signals below a certain threshold, resuming search, and queries the expert otherwise. This strategy has some similarities in structure to the optimal strategy in other partial information search models, but previous models do not analyze the general case of a service package.

We use the derivation of the optimal search strategy to find the monopolist expert’s pricing strategy and then show how the expert’s optimal strategy is affected by the fundamental features of the underlying environment, such as consumer search costs and the marginal cost of production of additional units of expert services. We find that fixed-fee or subscription models are likely to be preferred by the expert in settings with low search costs and low marginal costs of producing extra reports, which are both key features of online markets.

Finally, we use the combined characterization of optimal strategies for the searcher and the expert to study the problem from the perspective of the platform that brings them together. We find that the platform can increase social welfare by subsidizing access to expert services, and that social welfare is maximized when consumers pay exactly the marginal cost of production of expert services.

Contributions. To summarize, this paper makes four main contributions to the literature. (1) We characterize the structure of optimal search strategies when experts offer packages of (non-linearly priced) services, extending existing literature on a la carte service pricing. (2) We formulate and solve the monopolist expert’s pricing problem, treating the expert as the
first mover to whom searchers respond optimally. These two methodological contributions allow us to (3) formulate a novel model of noisy search where the cost of improved information acquisition is endogenous to the model, and derive results on prices as well as expert and searcher welfare in the model. Finally, (4) we derive implications for the platform that connects searchers and experts, and prove novel results about optimal subsidization in search markets. A key focus throughout our work is on understanding how important features of electronic markets, namely low search costs and low costs of delivery of expert services, affect outcomes in these expert-mediated search markets.

2. Related Work

This paper touches on several different literatures. The technical aspects of the problem from the searcher’s perspective are grounded in the theory of sequential search [30, 27, 19]. The optimal stopping rule in sequential search has been widely studied, and is often a reservation strategy, where the searcher should terminate search once she encounters an opportunity which has a value above a certain reservation value or threshold [41, 31]. In some specific instances, the optimal strategy is a double reservation value one [29, 23].

Noisy signals have been introduced into optimal stopping problems and search models previously [43]. In particular, MacQueen [29] characterizes optimal search when disambiguating the uncertainty associated with a given opportunity incurs a fixed cost (the equivalent to the a la carte (pay-per-use) pricing method). However, MacQueen does not analyze more general information pricing schemes as we do in this paper. More importantly, MacQueen’s work focuses solely on the searcher’s problem, assuming fixed costs of information acquisition, and does not consider the strategic and systemic aspects of the problem from the perspective of the expert or the platform. Our model assumes that the disambiguation of noisy signals is performed by a strategic agent (the expert) who serves as an information broker and sets the cost to the decision-maker (searcher) of acquiring more information. We investigate the implications of this, focusing particularly on what it can tell us about strategies for the expert and for the platform that connects searchers with opportunities, and thus also with experts.

Other work on optimal stopping problems in the presence of noisy signals (e.g., the work of Monahan [34, 33]), is also typically limited to a la carte pricing, and significantly different from ours both in model formulation and technical detail. This also includes work on how much costly information it makes sense to acquire before making a decision [36] and on multi-attribute sequential search where additional attributes can be revealed at certain costs along the search path [26, 42]. In addition to the technical differences between these models and ours, as in the case of MacQueen, all these models also consider the cost of obtaining
the information to be set exogenously (i.e., in a non-strategic manner) thus precluding any insights from the points of view of the expert and the platform.

Relaxation of the perfect signals assumption has also been explored in models of two-sided search [10], including marriage or dating markets [13] and markets with interviewing [25]. The standard assumption in these cases is usually that agents can get better signals through repeat interactions (e.g., cohabitation and repeated interviews [38]). Mediators in such models usually take the form of matchmakers rather than information brokers [8], and the focus of results is often on the stability of outcomes. The literature in this area has not, to this point, focused on the decision problems faced by self-interested knowledge brokers, or how their presence affects the market.

Our paper is focused on mathematical and computational modeling of search. There is also a literature that, while grounded in theory, takes econometric/statistical or experimental approaches to understanding search behavior. For example, Baryla et al. [5] use survey data to show that economic conditions are the dominant factor in search duration in the real-estate market, and Cason and Friedman [11] show, using lab experiments, that buyer behavior in posted price search markets can deviate from equilibrium predictions. Our model can provide theoretical grounding for future experimental and statistical studies of expert-mediated search markets.

Another major related strand of literature is on non-linear pricing. Sundararajan [39] analyzes optimal pricing for information goods (those with low or zero marginal costs of production) with a particular focus on explaining when and why subscription models (fixed-fee pricing) dominate usage-based or a la carte pricing from the seller’s perspective. Starting from the empirical observation that unlimited subscription models are usually available in online services, where vanishing marginal costs and low search costs dominate, Sundararajan [39] explains why this would occur, and analyzes the optimal combination of fixed-fee and non-linear usage based pricing as a function of the characteristics of the market. Our work focuses on sequential search with informational experts, and as a specific case we can analyze environments with informational services with low marginal costs (for example, producing an additional report on a car’s history). An interesting difference arises when we look at the impact of search costs on the optimality of fixed-fee pricing, because search costs are an intrinsic feature of the environment and directly impact the consumer rather than the expert. Our work is also somewhat related to recent literature on bundling of information goods [4, 17]. Much of this literature focuses on deriving general conditions under which bundling of complementary or substitute goods makes sense. While packages of expert services are, of course, a different case, we are able to extend the intuitions from the theory of product bundling of Geng et al. [17] to the search domain. For example, in product
bundling of information goods, if consumers’ values for future goods do not decrease too quickly, bundling can be optimal for the seller. Similarly, in search, the marginal utility of an additional query to the searcher turns out to be an important factor in the expert’s decision as to whether to offer fixed-fee or usage-based pricing, and whether to package multiple queries into indivisible groups that must be purchased together (such schemes are common: for example, as of September 2013, Carfax offered a five-report package for $49.99, a single report for $39.99, and an unlimited package for one month for $54.99).

There is also related work on two-sided markets, i.e., platforms that bring together different sides of the market. In this literature, the usual problem that is studied is of how to improve welfare. For example, the impact of having the platform charging only one of the two participating sides and cases where consumers are in effect paid to use the platform were studied; the low price on one side not only attracts elastic consumers but also, as a result, leads to higher prices or more participation on the other side [1, 37]. Our work can be viewed in a similar vein, especially in the context of the platform subsidizing searchers’ use of expert services, although the intuitions behind our results are quite different and grounded in the frictions of search. Baye and Morgan [6] study how a monopoly online platform can successfully attract a share of local trade, focusing on homogeneous product markets. A similar model in which firms are selling differentiated products was studied by Galeotti and Moraga-Gonzalez [16]. The main difference between this line of work and ours is that it assumes that if a buyer picks the platform alternative, then she sees all seller listings with no additional fee, hence there are no search considerations involved. Furthermore, observations are not noisy and the expert option is therefore irrelevant.

The literature on market interventions such as subsidies is, of course, enormous, so we limit our discussion to interventions in markets where search plays an important role. The two-sided search literature has considered the impact of search frictions on labor markets [35, 14]. One classic regulatory intervention in these models is the introduction of a minimum wage, which can be shown to be welfare increasing in many contexts [21]. We are unaware of any work on subsidizing information brokers, which is our main concern.

3. The Model

Our model considers an agent or searcher facing an infinite stream of opportunities from which she needs to choose one. The value $v$ of each opportunity is a priori unknown, however the searcher can receive, at cost $c_s$, a noisy signal $s$, correlated with the true value according to a known probability density function $f_{v|s}(v|s)$. In addition, the searcher may query and obtain from a third party (the expert), for a fee, the true value $v$ of an opportunity, for which signal $s$ was received. It is assumed that rejected opportunities cannot be recalled
and that the searcher is acquainted with the (stationary) probability density function from which signals are drawn, denoted \( f_s(x) \ (x \in \mathbb{R}) \). The searcher’s goal is to maximize her total utility, defined as the value of the opportunity eventually picked minus the overall cost incurred during the search.

The assumptions above are standard in the literature. In particular the above model is the same as the one used by MacQueen [29] and used as a basis by many others [42, 26]. When signals are not noisy, then the model is identical to the standard one used in the one-sided search literature in economics [31, 28].

Unlike prior work, we assume that the expert is a self-interested agent that sets its service terms strategically. Further, we do not limit the expert to offering her services based on a fixed per-query fee, instead allowing non-linearly priced service packages. In this case, a searcher can purchase a packet for a cost \( c_k^e \). The searcher can then use the expert’s service \( k \) times along her search path with no additional cost. The package service offer generalizes two other common service pricing schemes: a la carte (pay-per-use) pricing (setting \( k = 1 \), charging \( c_e \) for each requested query) and fixed-fee (subscriptions to services) pricing (setting \( k \to \infty \) and charging cost \( c_e \) when the expert is first queried and none for each additional query). When \( k > 1 \), the searcher does not necessarily need to make use of all the \( k \) queries; if she does use them all she can purchase more packages as required. The searcher’s strategy is a mapping from the signal received and the number of queries remaining to the set of actions \{terminate, resume, query\}, which have the following interpretations: terminate means taking the current opportunity and ending search; resume means incurring a cost \( c_s \) and moving on to the next opportunity; query means engaging the services of the expert, paying a cost \( c_k^e \) if no package has been purchased yet or if all \( k \) queries from the last purchased package have been exhausted. We assume that the provider of expert services only pays a marginal cost \( d_e \) per query and that her reports are truthful.

These additional assumptions are intuitively reasonable. The use of service packages is widespread both in conventional markets (e.g., packages of vouchers) and in expert-mediated markets (e.g., Carfax’s use of packages as discussed above). It is justifiable to assume that the expert only pays a marginal cost per query whenever she has already performed the “startup work” necessary, which is usually the case with information services (since fixed costs are constant, they do not affect the price setting decision at the margin). Lastly, truthful reporting can be assumed for reputational or regulatory reasons.

The first question that arises is how to characterize the optimal strategy for the searcher, given the package terms \((k, c_k^e)\) set by the expert (or the cost \( c_e \) set in the pay-per-use and subscription models). A second question is how the expert sets her package terms \( k \) and \( c_k^e \) in order to maximize her (per-searcher) expected profit, denoted \( \pi_e \). In this paper we
consider a monopolist provider of expert services (e.g., part of the platform, or approved by the platform). The searcher’s optimal strategy is directly influenced by the service terms, and therefore implicitly determines the expected number of times the services of the expert are required, and thus the expert’s revenue. The problem can be thought of as a Stackelberg game where the expert is the first mover, and wants to maximize her profits with respect to the service terms she sets.

When using a la carte pricing, the expert’s per-searcher profit \( \pi_e \) is a function of the expected number of queries purchased by the searcher, denoted \( \eta_{ce} \), the cost of the service \( c_e \) and her cost of producing the service \( d_e \). Formally, \( \pi_e = (c_e - d_e)\eta_{ce} \). Similarly, with subscription pricing \( \pi_e = (c_e - d_e \eta_{ce}^{\infty})P_{purchase} \) (where \( P_{purchase} \) is the probability a subscription is purchased and \( \eta_{ce}^{\infty} \) is the expected number of queries made upon purchasing a subscription).

When the expert offers her services in packages, we need to distinguish between the expected number of packages purchased by the searcher, denoted \( \eta_b \), and the expected number of queries used by the searcher (accounting for the fact that not all queries in a package may end up being used, since the searcher may terminate search), denoted \( \eta_{ck} \) (\( \eta_{ck} \leq \eta_b k \)). The expert’s expected profit in this case is given by: \( \pi_e = c_e^k \eta_b - \eta_{ck} d_e \).

4. Optimal Policies

In this section, we derive optimal strategies for searchers and the resulting per-searcher profit for monopolist experts. We first characterize the searcher’s optimal strategy for the case of complete information and then generalize it to noisy signals. From this we can derive the expert’s expected profit as a function of the price she sets, enabling maximization of the expert’s revenue.

4.1. The searcher’s optimal strategy

One-Sided Search with Complete Information. The optimal strategy if signals are fully informative is reservation-value based, as discussed in Section 2. A searcher reviews opportunities sequentially (in random order) and terminates the search once a value greater than a reservation value \( x^* \) is revealed, where the reservation value \( x^* \) satisfies \( c_s = \int_{y=x^*}^{\infty} (y - x^*) f_v(y) dy \) [31].

Intuitively, \( x^* \) is the value where the searcher is precisely indifferent: the expected marginal utility from continuing search and obtaining the value of the next opportunity exactly equals the cost of obtaining that additional value. The reservation property of the optimal strategy is due to the stationarity of the problem – since the searcher is not limited by the number of opportunities she can explore, resuming search places her at the same
position as at the beginning of the search [31]. Consequently, a searcher that follows a reservation value strategy will never decide to accept an opportunity she has once rejected, and the optimal search strategy is the same whether or not recall is permitted. The expected gain to the searcher from following the optimal strategy in this case is $x^*$: the searcher is indifferent between accepting an opportunity valued at $x^*$ and resuming search (which has expected value $x^*$). The expected number of search iterations is simply the inverse of the success probability, $\frac{1}{1-F_v(x^*)}$, since this becomes a Bernoulli sampling process, as opportunities arise independently at each iteration.

One-Sided Search with Noisy Signals. When the searcher receives a noisy signal rather than the actual value of an opportunity, there is no guarantee that the optimal strategy is reservation-value based as it is in the case where values obtained are certain. The stationarity of the problem, however, still holds, and an opportunity that has been rejected will never be recalled. In the absence of any restriction over $f_s(s|v)$, the optimal strategy can be thought of as a set $S$ of signal-value intervals for which the searcher terminates search. The expected utility in this case, denoted $V(S)$, is given by:

$$V(S) = -c_s + V(S) \int_{s \notin S} f_s(s) \, ds + \int_{s \in S} f_s(s)E[v|s] \, ds$$  \hfill (1)

The searcher incurs cost $c_s$ for receiving a new signal. If the signal is not in $S$ (with probability $\int_{s \notin S} f_s(s) \, ds$) the search resumes, and the expected utility is $V(S)$. For any signal $s \in S$, the search terminates, and the searcher obtains $E[v|s]$ in expectation. The fact that the optimal strategy may not be reservation-value based in this case is because there may be no systematic correlation between the signal and the true value of the opportunity. However, in most real-life cases, such correlation does exist. In particular, a fairly weak and commonly used restriction on the conditional distribution of the true value given the signal goes a long way towards allowing us to recapture a simple space of optimal strategies. This is the restriction that higher signal values are “good news” in the sense that when $s_1 > s_2$, the conditional distribution of $v$ given $s_1$ first-order stochastically dominates that of $v$ given $s_2$ [44, 32, 29]. Formally:

**Definition 1. Higher signals are good news (HSGN) assumption:** If $s_1 > s_2$, and the support of the value distribution is $[a, b]$, then, $\forall y \in (a, b), F_v(y|s_1) < F_v(y|s_2)$, where $F_v(y|s)$ is the cumulative distribution function (cdf) of values given the signal.

We note that for noisy environments satisfying the HSGN assumption, if $s_1 > s_2$, then it follows that $E[v|s_1] > E[v|s_2]$. This enables us to prove the following theorem.
Theorem 1  For any probability density function \( f_v(v|s) \) satisfying the HSGN assumption:
(a) the optimal search strategy is a reservation-value rule, where the reservation value, \( t^* \), satisfies:
\[
c_s = \int_{s=t^*}^{\infty} \left( E[v|s] - E[v|t^*] \right) f_s(s) \, ds \tag{2}
\]
(b) the expected utility of using the optimal search strategy satisfies: \( V(t^*) = E[v|t^*] \).

Proof: This proof uses standard techniques from dynamic programming and search theory; we defer the details to the supplementary material. Note that the expected number of search iterations is \( \frac{1}{1-F_s(t^*)} \), since this is again a Bernoulli sampling process. \( \square \)

The Expert Option. The introduction of an expert extends the number of decision alternatives available to the searcher. Now, when receiving a noisy signal she can, in addition to rejecting or accepting, also query the expert in order to obtain the true value of an opportunity for an additional fee. Since the searcher cannot recall previous opportunities, her state depends only on the number of remaining pre-paid queries, denoted by \( \gamma \). The system can thus be modeled as a Markov Decision Process with \( k \) search states \( (\gamma = 0, 1, 2, \ldots, k-1) \) and one termination state, as illustrated in Figure 1. Let \( V_\gamma \) denote the expected utility-to-go of following the optimal search strategy starting from state \( \gamma \). The process begins when the searcher is in state \( \gamma = 0 \).

In this state, upon receiving a signal \( s \) from the current opportunity, the searcher can either:
(a) reject it and continue search, starting from the same state \( \gamma = 0 \); (b) accept it and terminate search; (c) query the expert to know the true value of the current opportunity, incurring a cost \( c_{ke} \), and, based on the value received, either accept it (terminating the search) or reject it and continue search from state \( k-1 \). When in state \( \gamma > 0 \), the searcher has the same options when receiving a signal \( s \), except that when querying the expert the agent does not incur any cost, and if, based on the value received, she decides to continue the search, it is resumed from state \( \gamma - 1 \).

While terminating without querying the expert is a legitimate option in any states \( \gamma > 0 \), we can show that it is never preferred (see Lemma 4 in Appendix A). Intuitively, if the searcher believes that the opportunity is valuable based on the initial signal and there are
still queries remaining from the purchased package, the queries would be worthless if the searcher terminates without using them. On the other hand, if the signals are very weak, the user prefers to resume search without exhausting a query. For any signal $s$ received in state $\gamma > 0$, the expected utility if querying the expert, denoted by $M(s, V_{\gamma-1})$, is given by:

$$M(s, V_{\gamma-1}) = \int_{-\infty}^{\infty} \max(x, V_{\gamma-1}) f_v(x | s) \, dx.$$ 

Resuming search without querying the expert yields $V_\gamma$. Therefore, the optimal strategy is to query the expert if $M(s, V_{\gamma-1}) > V_\gamma$. The expected utility of using the optimal strategy, when starting from state $\gamma > 0$, is thus given by:

$$V_{\gamma>0} = -c_s + V_\gamma \int_{M(s, V_{\gamma-1}) < V_\gamma} f_s(s) \, ds + \int_{M(s, V_{\gamma-1}) > V_\gamma} f_s(s) M(s, V_{\gamma-1}) \, ds$$  

(3)

Similarly, when in state $\gamma = 0$, the expected utility when obtaining a signal $s$ is: (a) $E[v | s]$ if terminating the search without querying; (b) $V_0$ if resuming the search without querying the expert; and (c) $M(s, V_{k-1}) - c^k_e$ on querying the expert. For any signal $s$, the choice which yields the maximum among the three should be made. Let $\Lambda = \max(E[v | s], V_0, M(s, V_{k-1}) - c^k_e)$ and let $\zeta_1$, $\zeta_2$ and $\zeta_3$ define the sets of signal support such that $\Lambda$ equals $V_0$, $E[v | s]$, and $M(s, V_{k-1}) - c^k_e$, respectively. The expected utility is then:

$$V_0 = -c_s + V_0 \int_{\zeta_1} f_s(s) \, ds + \int_{\zeta_2} E[v | s] f_s(s) \, ds + \int_{\zeta_3} f_s(s) \left( M(s, V_{k-1}) - c^k_e \right) \, ds$$  

(4)

While the structure of the optimal strategy depends on $f_v(y | s)$, under the HSGN assumption the optimal strategy has a simple representation in the form of reservation values.

**Theorem 2** For $f_v(y | s)$ satisfying the HSGN assumption the optimal strategy for a searcher can be described as (see Figure 2):

(1) a tuple $(t_l, t_u, V_{k-1})$, corresponding to state $\gamma = 0$, such that for any signal $s$: (a) the search should resume if $s \leq t_l$; (b) the opportunity should be accepted if $s \geq t_u$; and (c) the expert should be queried if $t_l \leq s \leq t_u$ and the opportunity accepted (and search terminated).

---

**Figure 2:** Characterization of the optimal strategy for noisy search with an expert offering packages.
if the value obtained from the expert is above the expected utility of resuming the search, $V_{k-1}$, otherwise search should resume; and

(2) a set of $(k - 1)$ tuples $(t_\gamma, V_{\gamma-1})$ corresponding to states $\gamma \in 1, 2, \ldots, k - 1$ such that:

(a) the search should resume if $s \leq t_\gamma$; and (b) the expert should be queried if $s \geq t_\gamma$ and the opportunity accepted if the value obtained from the expert is above the expected utility of resuming the search, $V_{\gamma-1}$, otherwise search should resume.

The values $V_0, t_l, t_u, t_\gamma$ and $V_\gamma$ (for $1 \leq \gamma < k$) can be calculated from solving the set of Equations:

$$V_{\gamma>0} = V_\gamma F_v(t_\gamma) + \int_{s=t_\gamma}^{\infty} f_s(s) \left( \int_{y=V_{\gamma-1}}^{\infty} y f_v(y|s) dy + V_{\gamma-1} F_v(V_{\gamma-1}|s) \right) ds - c_s$$  \hspace{1cm} (5)

$$V_0 = V_0 F_s(t_l) + \int_{s=t_l}^{\infty} f_s(s) \left( V_{k-1} F_v(V_{k-1}|s) + \int_{y=V_{k-1}}^{\infty} y f_v(y|s) dy - c_e^k \right) ds - c_s$$  \hspace{1cm} (6)

$$c_e^k = -V_0 + V_{k-1} + \int_{y=V_{k-1}}^{\infty} (y - V_{k-1}) f_v(y|t_l) dy$$  \hspace{1cm} (7)

$$c_e^k = \int_{y=-\infty}^{V_{k-1}} (V_{k-1} - y) f_v(y|t_u) dy$$  \hspace{1cm} (8)

$$V_\gamma = V_{\gamma-1} F_v(V_{\gamma-1}|t_\gamma) + \int_{y=V_{\gamma-1}}^{\infty} y f_v(y|t_\gamma) dy$$  \hspace{1cm} (9)

**Proof:** See Appendix A.

Equations 5 and 6 are the appropriate modifications of Equations 3 and 4 for the HSGN case (when the searcher’s optimal decisions are made based on the thresholds specified in the theorem). Equations 7-9, that characterize the searcher’s optimal strategy, can also be derived from the searcher’s indifference conditions at signals $t_l, t_u, t_\gamma$ respectively. For example, $t_l$ is the signal at which a searcher is indifferent between either resuming the search or querying the expert, i.e., $V_0 = \int_{y=V_{k-1}}^{\infty} y f_v(y|t_l) dy + V_{k-1} F_v(V_{k-1}|t_l) - c_e^k$, which transforms into Equation 7; alternatively, $t_l$ can also be interpreted as a point where cost of purchasing the expert’s service is equal to the expected increase in utility from consulting the expert when the searcher would otherwise reject and resume search.

There is also a reasonable degenerate case where $t_l = t_u (= t)$, i.e., a single threshold serves as the optimal strategy, as in the case with no expert. This happens when the cost of querying is so high that it never makes sense to engage the expert’s services. In this case, a solution to the set of equations specified in Theorem 2 that satisfies $t_l < t_u$ does not exist.
Instead, we obtain a single reservation value to be used by the searcher using Theorem 1.2

Finally, we note that the above analysis is also applicable when the expert supplies a noisy signal rather than a fully informative one, as long as the expert’s signal satisfies the HSGN assumption. This can be shown using a transformation due to MacQueen [29] (see details in the supplementary material).

A La Carte Pricing. As discussed above, the case where the searcher pays per-use is a specific case of package pricing, where at each time a “package” of size $k = 1$ is purchased for a cost $c_e$. Here, there is no transition between the different $\gamma$ states. Instead, whenever choosing to query the expert and then deciding to resume search, the searcher always returns to the same state. The solution in this case complies with part (a) of Theorem 2, except that it uses $V_0$ rather than $V_{k-1}$ as the threshold. The values $t_l$, $t_u$ and $V_0$, for the HSGN case, can be calculated from solving the set of Equations 10-12:

\[
V_0 = -c_s + V_0F_s(t_l) + \int_{s=t_u}^{\infty} f_s(s)E[v|s] \, ds + \int_{s=t_l}^{t_u} f_s(s) \left( V_0F_v(V_0|s) + \int_{y=V_0}^{\infty} yf_v(y|s) \, dy - c_e \right) \, ds
\]

\[
c_e = \int_{y=V_0}^{\infty} (y - V_0)f_v(y|t_l) \, dy
\]

\[
c_e = \int_{y=-\infty}^{V_0} (V_0 - y)f_v(y|t_u) \, dy
\]

This latter result aligns with MacQueen’s result for a similar a la carte model of noisy exploration where a more accurate signal can be obtained for a fixed fee, where both distributions of signals satisfy the HSGN assumption [29].

A Subscription Model: Fixed Fee Pricing. A specific case of importance is when the searcher can use as many queries as she would like upon payment of a fee to the expert (i.e., purchasing a package of size $k \to \infty$). In this case, the model reduces to two states. The searcher starts in state $\gamma = 0$ and continues in this state until she either terminates search or transitions to state $\gamma = \infty$. In the latter case the searcher can keep querying the expert for any reasonable opportunity until she finally finds a sufficiently good opportunity and terminates search (the existence of a search cost ensures that this querying process does not go on forever). Being in state $\gamma = \infty$ is equivalent to being in the world of perfect signals. The optimal reservation

---

2Another technical point worth noting is that Equation 8 is for the case when the support on signal $s$ is unbounded. When there is an upper limit on $s$, i.e., $s \leq m$ for some $m$, once $t_u$ reaches $m$ (we never buy without querying), Equation 8 does not hold. Now the searcher rejects if the signal is below $t_l$ or queries if it is above.
value when in state $\gamma = \infty$ can thus be found by solving the equation (e.g., [31]):

$$V_\infty = -c_s + V_\infty F_v(V_\infty) + \int_{y=V_\infty}^{\infty} y f_v(y) \, dy$$

(13)

For state $\gamma = 0$, we can use appropriate modifications of Equations 6-8, replacing $V_{k-1}$ with $V_\infty$ (realizing that the searcher transitions to state $\gamma = \infty$). The optimal strategy can be found by solving this set of four equations.

4.2. The Expert’s Perspective

A monopolist expert moves first in the implied Stackelberg game by setting the size and price $(k, c_e^k)$ of the package (or the price $c_e$ in the other two pricing schemes). The searcher responds by following her optimal search strategy described above. Therefore, the expert can solve for the searcher’s behavior, given knowledge of the size and price $(k, c_e^k)$ of the package and the signal and value distributions. The expert’s profit as a function of the size and price $(k, c_e^k)$ of the package that she sets is given by $\pi_e = c_e^k \eta_b - \eta_c^k d_e$ (see Section 3). Given a way of computing $\eta_b$ and $\eta_c^k$, the profit-maximizing package (or the profit-maximizing query/subscription price) characteristics can be determined. For expository purposes, we present here the calculation for the a la carte case and supply the details for the calculation with the general non-linear pricing model in the supplementary material. For the a la carte case, the search strategy $(t_l, t_u, V)$ defines how many times the expert’s services are used. Let $A, B, C, D$ be the probabilities, respectively, that (1) the expert is queried and search then resumed, (2) the expert is not queried and search resumed, (3) the expert is not queried and search terminated, and (4) the expert is queried and search then terminated. These probabilities can be calculated using (note that $A + B + C + D = 1$):

$$A = \Pr(t_l \leq s \leq t_u \land v < V_0) = \int_{y=t_l}^{y=t_u} \int_{x=-\infty}^{x=V_0} f_s(y) f_v(x|y) \, dx \, dy$$

(14)

$$B = \Pr(s < t_l) = F_s(t_l)$$

(15)

$$C = \Pr(s > t_u) = 1 - F_s(t_u)$$

(16)

$$D = \Pr(t_l \leq s \leq t_u \land v \geq V_0) = \int_{y=t_l}^{y=t_u} \int_{x=V_0}^{x=\infty} f_s(y) f_v(x|y) \, dx \, dy$$

(17)

We use $\eta_s$ to denote the expected number of searches executed by the searcher (i.e., the expected number of opportunities she runs into throughout the search). Since on each search iteration along the search the searcher queries the expert if the signal is between $t_l$ and $t_u$,
the expected overall number of queries made is given by:

$$\eta_{ce} = \Pr(\text{Searcher queries an expert}) \times \eta_s$$

Now, $$\eta_s = \frac{1}{C+D}$$ (termination is a Bernoulli trial with probability $$C + D$$) and the probability that the searcher queries the expert at any search instance is $$A + D$$. Therefore: $$\eta_{ce} = \frac{A+D}{C+D}$$.

The expert can thus maximize her expected profit, $$\pi_e = \mathbb{E}(\text{Profit}) = (c_e - d_e)\eta_{ce}$$, with respect to $$c_e$$ ($$\eta_{ce}$$ decreases as $$c_e$$ increases; see supplementary material for proof).

5. Strategic Implications For Experts

We can use the characterization of optimal search strategies to solve for the expert’s optimal strategy and derive implications for how experts should price their services. Equilibrium in expert-mediated search derives from a complex set of dynamics. Many parameters affect the equilibrium, including the distribution of values, the correlation between signals and values, search frictions, the cost of querying the expert, and (in the case of non-linear pricing) package size. Uncovering phenomenological properties of the model is therefore difficult and restricted using a static analysis. Instead, we turn to an illustrative model that uses a particular, plausible distribution of signals and values. ³

Suppose the signal is an upper bound on the true value. So the signal could be thought of as the searcher’s optimistic estimate upon observing the opportunity (e.g., sellers and dealers offering cars for sale usually make cosmetic improvements to the cars in question, and proceed to advertise them in the most appealing manner possible, hiding defects using temporary fixes; mortgage lenders may advertise their most appealing features, such as a low introductory rate, while keeping troublesome terms and conditions hidden). Specifically, we assume signals $$s$$ are uniformly distributed on $$[0, 1]$$, and the conditional density of true values is linear on $$[0, s]$$. Thus

$$f_s(s) = \begin{cases} 1 & \text{for } 0 \leq s \leq 1 \\ 0 & \text{otherwise} \end{cases}$$

$$f_v(y|s) = \begin{cases} \frac{2y}{s^2} & \text{for } 0 \leq y \leq s \\ 0 & \text{otherwise} \end{cases}$$

5.1. Searcher’s Optimal Strategies and Expert’s Optimal Pricing

We can use these distributions to solve the system of equations described in Section 4. Figure 3(a) illustrates how the reservation values $$t_l$$ and $$t_u$$ change as a function of $$c_s$$ for $$c_e = 0.05$$ when using a la carte pricing. The vertical axis is the interval of signals. As can be

³We note here that, while particulars may vary, the form of our results is robust when we add a discount factor into the utility functions for agents. This is described in detail in the supplementary material.
Figure 3: (a) Effect of $c_s$ on the signal thresholds $(t_l, t_u)$ for $c_e = 0.05$. (b) Effect of $c_e$ on the signal thresholds $(t_l, t_u)$ for $c_s = 0.01$. (c) Expert’s profit as a function of $c_e$ and $d_e$ for $c_s = 0.01$. The model uses the a la carte pricing.

seen from the graph, in this specific case for very small search costs ($c_s$), the searcher never terminates search without querying the expert. Due to the low search cost the searcher should only query the expert when she receives a high signal, because the cost of finding opportunities with high signals is relatively low. As the search cost $c_s$ increases, there is some behavior that is not immediately intuitive. The reservation values $t_l$ and $t_u$ become closer to each other until coinciding at $c_s = 0.08$, at which point the expert is never queried anymore. The reason for this is that the overall utility of continuing search goes down significantly as $c_s$ increases, therefore the cost of querying the expert becomes a more significant fraction of the total cost, making it comparatively less desirable.

A similar pattern holds when using packages of more than a single query: The dependency of $t_l$ and $t_u$ in $c_s$ and $c_e$ is similar to the one illustrated in Figure 3, and similarly, $t_\gamma$ decreases as $c_s$ increases and increases as $c_e$ increases (see graphs in the supplementary material).

It is now easy to calculate numerically the value of $c_e^*$ that maximizes $\pi_e$, trading off a decrease in the number of queries $\eta_{c_e}$ in exchange for an increase in the revenue per query $c_e$. The expected number of queries can be found by substituting in the signal and noise distributions into Equations 14-17.

Figure 3(c) shows examples of the expected profit of the expert as a function of the expert’s fee, $c_e$, for different values of $d_e$, the marginal cost to the expert of producing an extra report (fixing $c_s = 0.01$). Perhaps most interestingly, the shapes of the curves are the same and peak in the same region for significantly different values of $d_e$. It is also worth noting that the additional marginal costs are typically not being simply passed on

\footnote{When search costs are 0 the problem is ill-defined. The first point on the graph shows an extremely low, but non-zero search cost. In this case $t_u = 1$ and $t_l$ is almost 1, but not exactly, and the expert is again always queried before search terminates.}
to consumers – the expert suffers when the marginal cost of producing an additional report increases despite her monopoly position. This is explained, to some extent, by the decrease in searchers’ tendency to use the expert as the cost of service increases (as illustrated in Figure 3(b)). An important implication of this phenomenon is that there may be welfare gains from additional efficiency in producing reports.

5.2. Heterogenous Customer Types

The above techniques can also be applied to solve for optimal expert strategies when there are multiple types of customers in the market. Assume there is a continuum of agent types distributed according to the pdf $f_w(w)$. Agents of different types differ in the values they assign to any subset of the parameters $c_s$, $f_s(s)$ and $f_v(y|s)$, such that every agent of type $w$ is characterized by $c^w_s$, $f^w_s(s)$ and $f^w_v(y|s)$. Since each agent uses its best-response strategy based on the parameters $c^w_s$, $f^w_s(s)$, $f^w_v(y|s)$, $k$ and $c^k_e$, it is not affected by the search strategy set by the other agents. Therefore, given $(k, c^k_e)$, the strategy of agents of each agent type $w$ can be calculated using Theorem 2, and consequently, the expected profit made by the expert if the agent type $w$ is the only agent in the market, $\pi^w_e$. The expected profit of the expert in this case is given by $\pi^\theta_e = \int_{w} \pi^w_e f_w(w)dw$.

We illustrate this for the a la carte model through a case where the population consists of a proportion $\theta$ of “low” type agents, characterized by $f_v(y|s) = 2y/s^2$, as above. The remaining proportion $1 - \theta$ of the population consists of “high” type agents, characterized by a different conditional distribution for valuations given signals, $f_v(y|s) = 3y^2/s^3 (0 \leq y \leq s)$. Obviously the distribution of valuations of high-type agents stochastically dominates that of low-type agents.

Figure 4: The expert’s profit as a function of $c_e$ for different proportions of the low type ($\theta$) in the population, and the expert’s profit-maximizing $c_e$ as a function of $\theta$, for two different costs of search $c_s$. 

Figure 4 shows the profit of an expert for different values of $\theta$ vs. the query cost $c_e$, and the expert’s profit-maximizing $c_e$ as a function of $\theta$, for two different costs of search $c_s$. In the
expected profit graphs, each data point is a convex combination of the uppermost ($\theta = 1$) and lowest ($\theta = 0$) curves (weighted according to $\theta$). We observe that the optimal query cost is a non-decreasing function of $\theta$, the fraction of low type agents in the population. This is natural: low-type agents have more to gain from expert services since they receive less accurate signals. The expert charges a lower price for her services when the population is composed only of high-types as opposed to when it is composed only of low-types. Interestingly, as $\theta$ increases, the change in the expert’s strategy from the strategy that is optimal for an entire population of high-types (a higher-volume, lower-margin strategy) to a strategy that is optimal for an entire population of low-types (a lower-volume, higher-margin strategy) is rather sharp (a phase-transition-like pattern). This is because of the asymmetric behavior of the expert’s profit around the optimal price: it increases to the peak slowly and decreases rapidly once past the peak. This effect is more apparent for a lower value of $c_s$, which would typically characterize electronic markets.

5.3. Non-linear Pricing

We now turn our attention to another aspect of the expert’s strategy, whether she should engage in non-linear pricing. First, we study conditions under which offering a fixed fee, unlimited use scheme makes sense for the expert. Figure 5(a) shows the difference in the expected profit of the expert between offering a fixed-fee plan as opposed to per-use pricing as a function of search cost $c_s$ for the digital services case ($d_e = 0$). We see that fixed-fee
pricing can yield significantly higher profits for the expert when search costs are low, but that per-use pricing is preferred when search costs are high (when they become too high consumers no longer use the expert and the profits of both expert strategies go to 0). In a world of high search costs, users do not expect to keep searching for more than a few opportunities, so they are unlikely to be willing to purchase a fixed-fee plan at a price that would make sense for the expert.

Figure 5(b) examines the threshold value of $c_s$ for different marginal costs of producing expert reports. At search costs lower than the threshold shown in the graph, the expert expects higher profits from fixed-fee pricing, and at higher search costs, she expects higher profits from per-use pricing. We can see that the threshold decreases rapidly as a function of $d_e$ (the horizontal axis is on a log scale), indicating that as the marginal cost of expert services increases, per-use pricing quickly becomes preferred by the expert.

Both these observations, that increasing either the marginal cost of producing expert services and/or the cost incurred by the buyer in searching lead to unit size or smaller package sizes being preferred, correspond well to the real world and to recent observations in the literature. Unlimited subscription models are usually available in online services, where vanishing marginal costs and low search costs dominate. Sundararajan [39] provides a model that explains why subscription services are often preferred in the world of information goods, focusing on the vanishing marginal costs mentioned above. He includes transaction costs for administering pricing as a key part of his model (and these costs are obviously more relevant when the costs of producing the goods are becoming smaller and smaller). Our result is a parallel one in the realm of sequential search rather than direct pricing of products: we show the effects of search costs, which are borne by the consumer, and how they affect the optimality of subscription pricing models for information services (rather than information goods).

In a different framework, that of bundling complementary information goods, Geng et al. [17], show that if consumers’ values for future goods do not decrease too quickly, then bundling is (approximately) optimal for a monopolist, whereas if the values for future goods do decrease quickly bundling may not be optimal. In our framework, in the presence of high search costs, consumers are unlikely to want to use too many queries to the experts, so the marginal utility of an extra query is rapidly decreasing compared to the case where there are lower search costs.

*Finite-size Packages.* We can also solve numerically for finite $k$. Figure 6 depicts the expert’s expected profit as a function of the package size for $c_s = 0.01$ and different $d_e$ values.5

5For each package size, the appropriate optimal $c_k^e$ is used.
One interesting observation is that when the marginal cost of producing an expert report is significantly higher than zero, the optimal number of queries to sell as a package tends to be small. The optimal package size decreases as the service production cost $d_e$ increases. Surprisingly, the expert’s increased profit from non-linearly priced packages of greater size does not come at the cost of the searcher – searcher utility also increases, so packaging is pareto-improving. The search overall is becoming more efficient, and the expert and the buyer can split the additional gain. When the marginal cost is zero (as in the “digital services” case: an extra Carfax report can be produced essentially for free), the expert continues to achieve high profits with very high $k$, corresponding with the results above for when fixed-fee pricing is preferred.

6. Platform Design

Consider the design of a large scale Internet website like AutoTrader.com. The listings for cars that users see are signals, and users may be unsure of a car’s true value. AutoTrader (the platform) can partner with a provider of reports like Carfax (the expert), to make it easy for users to look up a car’s value. As another example, an online mortgage broker may choose to provide, as a premium product, tools that allow customers to learn more about the good and bad features of an offered mortgage. In this case the platform itself would be serving the role of the expert. The platform wishes to attract customers by providing a high value shopping experience. The expert wishes to maximize its profits. Since the platform and the expert both have significant power, they are likely to come up with different relationship models. In this section, we focus on the strategic implications of the model of expert-mediated search developed in this paper for the platform that connects consumers and experts.

We focus here on one aspect of platform design, where the platform intervenes in the market by subsidizing expert queries. The platform can make payments to the expert in exchange for the expert providing services to users at a lower cost. A typical problem with subsidization is that it often decreases social welfare because the true cost of whatever is being subsidized is hidden from the consumer, leading to overconsumption of the resource. In this instance, however, the natural existence of monopolies in expert services, combined with the importance of search frictions, make it quite possible that subsidies will in fact
increase social welfare.

We first define social welfare in our context and then describe the effects of subsidization on social welfare. For simplicity of exposition, and because it captures all the relevant intuition, we focus this discussion on the a la carte pricing model. It is also worth noting that this discussion is equally relevant to both private platforms (e.g., AutoTrader.com) as well as to regulators of large markets (e.g., government agencies).

6.1. Subsidization Model

Suppose a monopolist provider of expert services maximizes her profits by setting the query cost to $c_e^*$, yielding an expected profit $\pi_e = (c_e^* - d_e) \eta c_e^*$. The platform can step in and negotiate a reduction of the fee $c_e$ charged by the expert to a value $c_e'$, for the benefit of the searchers. In return for the expert’s agreement, the platform can offer a per-consumer payment $\beta$ to the expert, which fully compensates the expert for the decreased revenue, leaving her total profit unchanged. Since $c_e' < c_e^*$, $\eta c_e' > \eta c_e^*$ (the consumer queries more often because she has to pay less). The compensation for a requested decrease in the expert’s fee from $c_e^*$ to $c_e'$ is thus $\beta = (c_e^* - d_e) \eta c_e^* - (c_e' - d_e) \eta c_e'$. The overall welfare per agent in this case increases by $V_{c_e'} - V_{c_e^*}$, where $V_{c_e'}$ and $V_{c_e^*}$ are the expected utilities of searchers according to Equation 10-12, when the expert uses a fee $c_e'$ and $c_e^*$ respectively, at a cost $\beta$ to the platform.

The social welfare is a function of utilities of all the parties involved. While this function can have any form, here we study utilitarian or additive social welfare, which is appropriate especially in the context of possible transfers from the platform that connects experts and searchers. We consider two representative agents, the searcher and the expert, and note that this generalizes to multiple searchers (each search process is independent, and social welfare scales up linearly in the number of searchers). Then: $W = V_{c_e^*} + \pi_e$. When the platform enters the picture by subsidizing expert queries, the social welfare must also take the subsidy into account. Since the expert is fully compensated for her loss due to the decrease in her fee, the change in the overall social welfare is $V_{c_e'} - V_{c_e^*} - \beta$. Under the new pricing scheme $c_e'$, and given the subsidy $\beta$, the social welfare is given by $W = V_{c_e'} + \pi_e - \beta$.

6.2. Welfare-Maximizing Subsidies

The first important question that arises is what level the platform should set the subsidy at in order to maximize social welfare. Here we prove that, in the model of subsidization described above, social welfare is maximized at the point where the searcher pays exactly $d_e$ per query, thus fully internalizing the cost to the expert of producing the service. If the searcher had to pay less, it would lead to inefficient overconsumption of expert services, whereas if she had to pay more, the expected decline in the utility she receives from participating in the search process would outweigh the savings to the platform from having to pay less subsidy.
Theorem 3 Suppose the platform pays the expert a flat subsidy $\beta$ (per-customer) in exchange for the expert reducing her per-query fee from $c^*_e$ to $c'_e$ such that $\beta = (c^*_e - d_e)\eta_{c_e} - (c'_e - d_e)\eta_{c'_e}$, then social welfare is maximized when $\beta$ is set such that $c'_e = d_e$.

Proof: The searcher acts to maximize her utility. For convenience, we mildly abuse notation and assume that $E[\omega()]$, $\eta_s()$ and $\eta_{c_e}()$ are functions defined by the searcher’s optimal behavior from solving the Bellman equation. Here $E[\omega()]$ is the expected value of the final opportunity that is taken (which is different from the expected utility of the searcher since it does not factor in costs), $\eta_s()$ is the expected number of opportunities examined by the searcher, analogous to $\eta_s()$, and $\eta_{c_e}()$, analogous to $\eta_{c_e}$, the expected number of times the expert is queried. Then

$$W = E[\omega(c_e)] - \eta_s(c_e)c_s - \eta_{c_e}(c_e - d_e) = E[\omega(c_e)] - \eta_s(c_e)c_s - \eta_{c_e}(c_e)d_e \quad (18)$$

We claim that social welfare is maximized when $c_e = d_e$. We show this by appealing to the optimal solution of a single searcher’s decision problem. The functions $E[\omega()]$, $\eta_s()$ and $\eta_{c_e}()$ in this case are such that the expression in Equation 18 is maximized.

$$E[\omega(d_e)] - \eta_s(d_e)c_s - \eta_{c_e}(d_e)d_e \quad (19)$$

Suppose there exists some $c_{e'} \neq d_e$ that maximizes the social utility (Equation 18). Let us now define an alternative strategy for the single searcher above. The searcher pretends that the cost of querying the expert is $c_{e'}$ and follows the strategy given by that belief. Then the expected utility of the searcher can be found by assuming the searcher pays cost $c_{e'}$ but receives a “kickback” of $c_{e'} - d_e$ every time. The expected utility of the searcher is then $(E[\omega(c_{e'}))] - \eta_s(c_{e'})c_s - \eta_{c_e}(c_{e'})(c_{e'} - d_e) + \eta_{c_e}(c_{e'})(c_{e'} - d_e)$. By the Bellman Optimality Principle, this cannot be greater than Equation 19. Therefore, such a $c_{e'} \neq d_e$ does not exist. In addition, note that this is actually just the right hand side of Equation 18. Therefore, it must be the case that Equation 18 is maximized at $c_e = d_e$. □

An immediate implication of this theorem is for the “digital services” case, where $d_e = 0$ (producing an extra Carfax report, for example, typically has zero marginal cost). In this case, there is no societal cost to higher utilization of the expert’s services, so subsidy is welfare improving right up to making the service free. These are the cases where it could make sense for the platform to take over offering the service itself (for example, the online mortgage broker providing mortgage comparison and evaluation tools), and making it free, potentially leveraging the increased welfare of consumers by attracting more consumers to their market, or by increasing fees for the use of platform.
Figure 7: Increase in social welfare vs. the difference between the subsidized query cost \( c_e' \) due to subsidy and the marginal cost \( d_e \). When \( d_e = 0 \), it is best for the platform to make the service available for free, but when there is some marginal cost involved, then the increase in social welfare is concave, peaking at zero, i.e., when the subsidized price is equal to the marginal cost.

Table 1: The different components of social welfare with and without subsidy for \( c_s = 0.01 \). \( E(\omega) \) is the expected value of the opportunity eventually picked. Initially the decrease in query cost contributes more to the increase in social welfare, but as \( d_e \) increases, this contribution becomes less significant. Note that the first two rows in the case without subsidy are similar because the profit-maximizing \( c_e \) is the same and the searcher’s cost depends only on the value of the selected \( c_e \), not \( d_e \).

6.3. Numerical Simulations

Simulations using the example distributions in Section 5 serve to both confirm our theoretical results and provide insight into where the improvements come from. Figure 7 shows the improvement in social welfare as a function of the difference between the subsidized query cost \( c_e' \) and the marginal cost \( d_e \) for various \( d_e \) values (where \( c_s = 0.01 \)). From the graphs, we do indeed find that subsidization can lead to substantial increases in social welfare, even when there is a significant marginal cost of producing an expert report. While this could be from a reduction in search and query costs or an increase in the expected value of the opportunity finally taken, the data in Table 1 indicates that the latter explanation is the dominant factor in this case. Also, in accordance with Theorem 3, social welfare is maximized at the point where the searcher pays exactly \( d_e \) per query, thus fully internalizing the cost to the expert of producing the extra report.

7. Discussion

There are many online platforms for which our model is relevant. For example, when using Yet2.com, a global technology online marketplace, “buyers” can search the inventions listed
by industrial firms, entrepreneurial ventures, research universities and individual inventors, and use experts (e.g., professionals with expertise in areas that complement the buyer’s main business) to obtain a better valuation of any listing. There are also websites like alibaba.com, made-in-china.com and gobizkorea.com that serve as platforms for connecting buyers and sellers. The products listed come from different sellers; the quality of the product and the reputation of the seller can be unclear, leaving room for reputation systems or specialists to serve as experts that are capable of determining their genuine value. However, we note that our model is general and can apply to both electronic and offline markets. Two parameters, the marginal cost of production of expert services and the search cost, play key roles in understanding the differences between online and offline markets. Both of these costs tend to be lower in online markets. We find that experts may prefer fixed-fee pricing over usage-based pricing in electronic markets. This result supports that of Sundararajan [39], who finds that fixed-fee pricing may be preferred in direct selling of digital or information goods. His model is not in the setting of sequential search, and is relevant to producers of information/digital goods rather than information services; further, his model and results focus on the cost to the producer of administering the pricing scheme, while our focus is on the cost to the consumer of continuing search.

We also analyze the issues faced by platforms that bring searchers and experts together. In many search domains, the expert has a special relationship with the platform (e.g., an auto-trading website contracts with Carfax) or may even be embedded within the platform (e.g., an online mortgage broker could develop and offer a tool for understanding terms of different mortgages better). We show that the platform can create surplus by subsidizing expert queries to the point that searchers pay exactly the cost faced by the expert. The platform can capture some of the surplus through commissions or advertising, or through increased market share if it provides a better experience to consumers. In fact, if the platform can quantify its indirect benefit from the increase in the users social welfare, it can use the analysis given in this paper to determine the optimal subsidy, considering the tradeoff between the payment to the expert and the additional benefit deriving from the resulting increase in users’ welfare. The same holds for a platform that is also offering the expert-like premium service — the tradeoff between the expected loss of direct income (i.e., query fees) and the expected gain in indirect benefits dictates the pricing of the service. In the important case of digital services, where the marginal cost of producing an extra unit of services is zero, our analysis suggests that expert services should be free to consumers, and therefore the platform may benefit particularly from a special relationship with, or ownership of, the expert.
8. Conclusions and Future Work

This paper studies markets with informational intermediaries in the context of sequential search theory. We investigate the interplay between costly sequential search and costly information acquisition, and are able to gain new insights into how a monopolist information broker (an expert) should price her services, and into how the platform that connects experts and consumers can maximize welfare. In doing so, we also characterize the optimal strategy for searchers to follow; this state-dependent “double reservation value”/“single reservation value” strategy is a novel result for the type of information signals (non-additive) we consider here.

Extending this work from the monopolistic setting to understand the dynamics of competition between experts (who could, for example, compete not just in price but also in quality of information provided, as in the third-party certification literature [15]) is an important future direction. Our analysis still holds if the monopolist expert provides a noisy signal of true value (and the expected noise level could be a measure of quality), as long as the HSGN assumption holds, as discussed in the supplementary material; however, the extension to oligopolistic markets is non-trivial.

Another worthwhile extension would be to incorporate sellers’ responses to the market dynamics as part of the equilibrium analysis, instead of modeling opportunities as exogenous. Finally, in some cases the platform may be in a position to charge experts for the privilege of connecting them with buyers; this poses some intriguing questions that would entail analysis of the dynamics of multi-platform/multi-expert competition. The model presented in this paper should provide a good foundation for these extensions.
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Appendix A. Proofs

Lemma 4 In state $\gamma > 0$, querying the expert dominates terminating search without querying the expert.

Proof: For any strategy that terminates search upon obtaining a signal $s$ when in state $\gamma > 0$, consider instead a modification of that strategy which queries the expert, and terminates only if the true value $v$, revealed by the expert, is greater than $V_{\gamma-1}$. This new strategy dominates the one it is based on, since if the true value is less than $V_{\gamma-1}$ the searcher is better off resuming search, and she pays no marginal cost to obtain the expert’s service in this instance.

Proof of Theorem 2: For Part (1), we first show that if, optimally, the searcher should resume her search given a signal $s$, then she must also do so given any signal $s' < s$. Then, we show that if, optimally, the searcher should terminate her search given a signal $s$, then she must also do so given any signal $s'' > s$.

If the optimal strategy given signal $s$ is to resume search then the following two inequalities hold, describing the superiority of resuming search over terminating search (A.1) and querying the expert (A.2):

$$ V_0 > E[v|s] \quad (A.1) \quad V_0 > M(s, V_{k-1}) - c^k_e \quad (A.2) $$
Given the HSGN assumption and since \( s' < s \), (A.1) holds also for \( s' \). Similarly, notice that:

\[
M(s, V_{k-1}) = \int_{y=V_{k-1}}^{\infty} y f_v(y | s) \, dy + V_{k-1} F_v(V_{k-1} | s)
\]

\[
= \left[ y F_v(y | s) \right]_{y=V_{k-1}}^{\infty} - \int_{y=V_{k-1}}^{\infty} F_v(y | s) \, dy + V_{k-1} F_v(V_{k-1} | s)
\]

\[
= \int_{y=V_{k-1}}^{\infty} (1 - F_v(y | s)) \, dy + V_{k-1} > M(s', V_{k-1}) \quad \forall s' < s, \quad \text{due to HSGN.} \quad \text{(A.3)}
\]

Consequently (A.2) holds also for \( s' \), proving 1(a).

The proof for \( s'' > s \) is exactly equivalent: the expected utility of accepting the current opportunity can be shown to dominate both resuming the search and querying the expert, proving 1(b) and thus (together with 1(a)) also 1(c). The optimal strategy when in state \( \gamma = 0 \) can thus be described by the tuple \((t_l, t_u, V_{k-1})\) as stated in the theorem and consequently calculated as the Bellman Equation captured by Equation 6 for the case of \( \gamma = 0 \). Taking the derivative of Equation 6 w.r.t. \( t_l \) and equating to zero, we obtain a unique \( t_l \) which maximizes the expected utility.

\[
\frac{\partial V_0}{\partial t_l} = V_0 f_s(t_l) + F_s(t_l) \frac{\partial V_0}{\partial t_l} - f_s(t_l) V_{k-1} F_v(V_{k-1} | t_l) + \int_{t_l}^{t_u} f_s(s) \frac{\partial (V_{k-1} F_v(V_{k-1} | s))}{\partial t_l} \]

\[
- f_s(t_l) \int_{V_{k-1}}^{\infty} y f_v(y | t_l) \, dy - \int_{t_l}^{t_u} f_s(s) V_{k-1} F_v(V_{k-1} | s) \frac{\partial V_{k-1}}{\partial t_l} \, ds + c_k f_s(t_l)
\]

where \( F_s(s) \) is the cumulative distribution function of the signal \( s \). After some algebraic manipulations, we get:

\[
\frac{\partial V_0}{\partial t_l} (1 - F_s(t_l)) = f_s(t_l) \left( V_0 - V_{k-1} - \int_{V_{k-1}}^{\infty} (1 - F_v(y | t_l)) \, dy + c_e \right) + \frac{\partial V_{k-1}}{\partial t_l} \int_{t_l}^{t_u} f_s(s) F_v(V_{k-1} | s) \, ds
\]

(A.4)

Substituting \( \frac{\partial V_0}{\partial t_l} = 0 \) and \( \frac{\partial V_{k-1}}{\partial t_l} = 0 \) in (A.4), we obtain Equation 7: \( c_e^k = \int_{V_{k-1}}^{\infty} (1 - F_v(y | t_l)) \, dy + V_{k-1} - V_0 = V_{k-1} - V_0 + \int_{V_{k-1}}^{\infty} (y - V_{k-1}) f_v(y | t_l) \, dy. \)

\( ^6 \)This holds whenever \( \frac{\partial V_0}{\partial t_l} = 0 \). It can be seen by substituting \( k - 1 \) for \( \gamma \) in the section on calculation of derivatives in supplementary material.
To confirm that this is a maximum, we compute the second derivative of $V_0$ w.r.t $t_i$:

$$
\frac{\partial^2 V_0}{\partial t_i^2} (1 - F_s(t_i)) - f_s(t_i) \frac{\partial V_0}{\partial t_i} = f_s(t_i) \left( V_0 - V_{k-1} - \int_{t_i}^{\infty} (1 - F_v(y|t_i)) \, dy + c^k \right) 
$$

$$
+ f_s(t_i) \left( \frac{\partial V_{k-1}}{\partial t_i} - \frac{\partial V_{k-1}}{\partial t_i} + (1 - F_v(V_{k-1}|t_i)) \frac{\partial V_{k-1}}{\partial t_i} + \int_{t_i}^{\infty} dy \frac{\partial F_v(y|t_i)}{\partial t_i} \right) 
$$

$$
+ \frac{\partial^2 V_{k-1}}{\partial t_i^2} \int_{t_i}^{t_u} f_s(s) F_v(V_{k-1}|s) \, ds + \frac{\partial V_{k-1}}{\partial t_i} \left( \int_{t_i}^{t_u} f_s(s) F_v(V_{k-1}|s) \, ds \right) 
$$

(A.5)

Substituting $\frac{\partial V_0}{\partial t_i} = 0$, $\frac{\partial V_{k-1}}{\partial t_i} = 0$, $c^k = \int_{t_i}^{\infty} (1 - F_v(y|t_i)) \, dy + V_{k-1} - V_0$, and $\frac{\partial^2 V_{k-1}}{\partial t_i^2} = \prod_{i=1}^{k-1} \Pr(v \leq V_{i-1}|s \geq t_i) \frac{\partial \eta}{\partial t_i} + \frac{\partial \eta}{\partial t_i} \left( \prod_{i=1}^{k-1} \Pr(v \leq V_{i-1}|s \geq t_i) \right) \frac{\partial \eta}{\partial t_i}$ (we can get this by substituting $k-1$ in place of $\gamma$ in the expression for derivatives given in supplementary material) obtains:

$$
\frac{\partial^2 V_0}{\partial t_i^2} \left( 1 - F_s(t_i) \right) - \left( \prod_{i=1}^{k-1} \Pr(v \leq V_{i-1}|s \geq t_i) \right) \Pr(v \leq V_{k-1} \land t_i \leq s \leq t_u) 
$$

$$
= f_s(t_i) \left( \int_{V_{k-1}}^{\infty} dy \frac{\partial F_v(y|t_i)}{\partial t_i} \right) 
$$

The left hand side is positive, since:

$$
1 - F_s(t_i) - \left( \prod_{i=1}^{k-1} \Pr(v \leq V_{i-1}|s \geq t_i) \right) \Pr(v \leq V_{k-1} \land t_i \leq s \leq t_u) 
$$

$$
= 1 - F_s(t_i) - \left( \prod_{i=1}^{k-1} \Pr(v \leq V_{i-1}|s \geq t_i) \right) \Pr(v \leq V_{k-1}|t_i \leq s \leq t_u) \Pr(t_i \leq s \leq t_u) 
$$

$$
\geq 1 - F_s(t_i) - \Pr(t_i \leq s \leq t_u) = 1 - F_s(t_i) - (F_s(t_u) - F_s(t_i)) = 1 - F_s(t_u) \geq 0 
$$

By the HSGN assumption, $F_v(y|t_i)$ is a decreasing function of $t_i$, therefore, the derivative is negative, and the term inside the integral is negative, meaning the above term is negative, which completes the proof, showing that Equation 7 must hold when using the optimal search strategy. The proof for Equation 8 is similar.

For Part (2), given Lemma 4, we only need to prove that if, optimally, the searcher should resume search given a signal $s$, then she must also do so given signal $s' < s$. The proof is similar to the above, ignoring the option to terminate without querying the expert and the query cost, and replacing $V_{k-1}$ by $V_{\gamma-1}$ whenever applicable. If the optimal strategy given signal $s$ is to resume search then the following equality (A.6) holds, describing the superiority
of resuming search over querying the expert:

\[ V_{\gamma > 0} > M(s, V_{\gamma - 1}) \]  

(A.6)

Since \( M(s, V_{\gamma - 1}) > M(s', V_{\gamma - 1}) \) (substitute \( \gamma \) for \( k \) in (A.3)), we obtain that (A.6) holds also for \( s' \). This, together with Lemma 4 suggests that if, optimally, the searcher should terminate her search given a signal \( s \), then she must also do so given any signal \( s'' > s \). Taking the derivative of Equation 5 (the Bellman Equation for state \( \gamma > 0 \)) w.r.t. \( t_\gamma \) and equating to zero (similar to the way given above), we obtain a unique \( t_\gamma \) which maximizes the expected utility. We can use Equations 6, 7, 8, and the set of \( 2k - 2 \) instances of Equations 5 and 9 (one for each \( \gamma \) value, \( 1 \leq \gamma < k \), i.e., a total of \( 2k + 1 \) equations), to solve for \( 2k + 1 \) unknowns: \( V_0, t_l, t_u \), and for each \( \gamma = 1, 2, \ldots, k - 1 \) the appropriate \( V_\gamma \) and \( t_\gamma \).  

We note that all these proofs generalize easily to cases where the value distribution has support \([a, b]\). Furthermore, the above analysis is applicable also for the case where the expert supplies a noisy signal rather than a definite value, whenever the expert’s signal complies with HSGN. This is achieved using a simple transformation that can be found in MacQueen [29] (see details in the supplementary material).
S.1. Supplementary Material for “Expert-Mediated Sequential Search”

S.1.1. Proof of Theorem 1

We show that, optimally, if the searcher should resume her search given a signal \( s \), then she must necessarily also do so given any signal \( s' < s \). Let \( V \) denote the expected utility to the searcher upon resuming the search if signal \( s \) is obtained. Since the optimal strategy given signal \( s \) is to resume search, we know \( V > E[v|s] \). From the HSGN assumption, \( E[v|s] \geq E[v|s'] \) for \( s' < s \). Therefore, \( V > E[v|s'] \), proving that the optimal strategy is reservation-value and search should be resumed for any \( s' < s \). Then, the expected utility when using reservation signal \( t \) is given by:

\[
V(t) = -c_s + V(t) \int_{s=-\infty}^{t} f_s(s) \, ds + \int_{s=t}^{\infty} E[v|s] f_s(s) \, ds = -c_s + V(t) F_s(t) + \int_{s=t}^{\infty} E[v|s] f_s(s) \, ds \quad \text{(S.1)}
\]

where \( F_s(s) \) is the cumulative distribution function of the signal \( s \). Taking the first derivative with respect to \( t \) on both sides and then setting it to 0 at \( t^* \), we get:

\[
\frac{dV(t)}{dt} = \frac{dV(t)}{dt} F_s(t) + V(t) f_s(t) - E[v|t] f_s(t) = 0
\]

And since \( \frac{dV(t)}{dt} = 0 \) for \( t = t^* \) we obtain:

\[
V(t^*) = E[v|t^*] \quad f_s(t^*) \neq 0 \quad \text{(S.2)}
\]

\( V(t^*) = E[v|t^*] \) implies that the reservation value \( t^* \) is the signal for which the searcher’s utility of resuming search is equal to the expected value of the opportunity associated with that signal.

To verify that \( V(t) \) reaches its maximum for \( t^* \), we calculate the second derivative.

\[
\frac{d^2V}{dt^2} = F_s(t) \frac{d^2V(t)}{dt^2} + f_s(t) \frac{dV(t)}{dt} + \frac{d(V(t) f_s(t))}{dt} - \frac{d(E[v|t] f_s(t))}{dt} \\
\frac{d^2V}{dt^2}(1 - F_s(t)) = f_s(t) \frac{dV(t)}{dt} + \frac{d((V(t) - E[v|t]) f_s(t))}{dt} \\
\frac{d^2V}{dt^2}(1 - F_s(t)) = f_s(t) \frac{dV(t)}{dt} + f_s(t) \frac{dV(t) - E[v|t]}{dt} + f_s(t) \frac{dV(t) - E[v|t]}{dt}
\]

At \( t = t^* \), \( \frac{dV(t)}{dt} |_{t^*} = 0 \) and \( V(t^*) = E(v|t^*) \), therefore substituting these values in the above
equation, we get:

\[
\frac{d^2 V}{dt^2} (1 - F_s(t^*)) = 0 + 0 - f_s(t^*) \frac{dE[v|t]}{dt} |_{t^*} = \frac{d^2 V}{dt^2} = -\frac{f_s(t^*)}{1 - F_s(t^*)} \left( \frac{dE[v|t]}{dt} |_{t^*} \right)
\]

Given the HSGN assumption, \(E[v|t]\) is an increasing function in \(t\). Therefore \(\frac{dE[v|t]}{dt} > 0\), hence the value of the second derivative evaluated at \(t^*\) is less than zero, which confirms that \(t^*\) indeed yields a maximum.

Finally substituting \(V(t^*) = E[V|t^*]\) in (S.1) we obtain Equation 2 as follows:

\[
E[v|t^*] = -c_s + E[v|t^*] \int_{s=-\infty}^{t^*} f_s(s) \, ds + \int_{s=t^*}^{\infty} E[v|s] f_s(s) \, ds \Rightarrow c_s = \int_{s=t^*}^{\infty} (E[v|s] - E[v|t^*]) f_s(s) \, ds
\]

The value \(t^*\) can be calculated using the above equation. \(\square\)

### S.1.2. Noisy Expert Signal

If the expert is producing a noisy signal \(s_e\) rather than a definite (true) value then the analysis provided in the paper, and in particular the optimal policy, is applicable conditioned that the expert’s signal also complies with HSGN. This is facilitated by using the transformation \(Z = \mathbb{E}(v|s, s_e)\) suggested in [29] for the specific case of a la carte pricing. In this case we can show that the optimal policy is two-thresholds-based when the searcher is in state \(\gamma = 0\), i.e., buy the package if the signal \(s\) is below \(t_l\), accept without querying if the signal \(s\) is greater than \(t_u\), and if the signal \(s\) lies in between \(t_l\) and \(t_u\), query the expert. On querying the expert and receiving the signal \(s_e\), if \(Z = \mathbb{E}_v(y|s, s_e) > V_{k-1}\), then accept the opportunity, otherwise resume. In any other state \(\gamma > 0\), the optimal policy is to query the expert if the signal \(s\) is greater than \(t_\gamma\), otherwise reject; on querying the expert and receiving the signal \(s_e\), accept the opportunity if \(Z = \mathbb{E}_v(y|s, s_e) > V_{\gamma-1}\), otherwise reject.

This is achieved by replacing \(f_v(y|s)\) with \(f_z(z|s)\), where \(f_z(z|s)\) is the conditional pdf of \(Z\) given \(s\) (the searcher’s signal), and similarly replacing \(F_v(y|s)\) with \(F_z(z|s)\), the conditional cdf of \(Z\) given \(s\), in Equations 5-9. The resulting equations in this case are:

\[
V_{\gamma>0} = V_{\gamma} F_s(t_\gamma) + \int_{s=t_\gamma}^{\infty} f_s(s) \left( \int_{y=V_{\gamma-1}}^{\infty} y f_z(y|s) \, dy + V_{\gamma-1} F_z(V_{\gamma-1}|s) \right) \, ds - c_s \tag{S.3}
\]

\[
V_0 = V_0 F_s(t_l) + \int_{s=t_u}^{\infty} f_s(s) E[v|s] \, ds + \int_{s=t_l}^{t_u} f_s(s) \left( V_{k-1} F_z(V_{k-1}|s) + \int_{y=V_{k-1}}^{\infty} y f_z(y|s) \, dy - c_k \right) \, ds - c_s \tag{S.4}
\]
\[ c_e^k = -V_0 + V_{k-1} + \int_{y=V_{k-1}}^{\infty} (1 - F_z(y|t_l)) \, dy \]  \hspace{1cm} (S.5)

\[ c_e^k = \int_{y=-\infty}^{V_{k-1}} (V_{k-1} - y) f_z(y|t_u) \, dy \]  \hspace{1cm} (S.6)

\[ V_\gamma = V_{\gamma-1} F_z(V_{\gamma-1}|t_\gamma) + \int_{y=V_{\gamma-1}}^{\infty} y f_z(y|t_\gamma) \, dy \]  \hspace{1cm} (S.7)

We now show how to calculate \( F_z(z|s) \) and \( f_z(z|s) \), the conditional cdf and pdf of \( Z \) given the searcher’s signal \( s \) respectively:

\[
F_z(z|s) = \Pr(Z \leq z|s) \\
= \Pr(\mathbb{E}_v(y|s, s_e) \leq z|s) \\
= \Pr(\int_{-\infty}^{\infty} y f_v(y|s, s_e) \, dy \leq z|s)
\]

and consequently:

\[
f_z(z|s) = \frac{dF_z(z|s)}{dz}
\]

This assumes that the joint distribution \( f(v, s, s_e) \) is given, therefore, in the above set of equations \( f_v(y|s, s_e) \) can be calculated using the joint distribution \( f(v, s, s_e) \), as \( f_v(y|s, s_e) = \frac{f(v, s, s_e)}{\int_{-\infty}^{\infty} f(v, s, s_e) \, dv} \).

S.1.3. Number of queries, \( \eta_{ce} \), decreases as \( c_e \) increases

Intuitively, given that the expert is providing similar quality at two different query cost, the searcher who is paying the cost will not want to query more often at a higher price than the number of times she queries at a lower price if she is playing optimally.

**Lemma 5** The optimal number of times the searcher queries the expert decreases as the price charged by the expert increases.

**Proof:** We use notation similar to that in the proof of Theorem 3, assuming that \( \mathbb{E}[\omega()] \), \( \eta_s() \), and \( \eta_{ce}() \) are functions defined by the searcher’s optimal behavior from solving the Bellman equation. Here \( \mathbb{E}[\omega(c_e)] \) is the expected worth of the final opportunity that is accepted, \( \eta_s(c_e) \) (analogous to \( \eta_s() \)), is the expected number of opportunities examined by the searcher, and \( \eta_{ce}(c_e) \), analogous to \( \eta_{ce}() \), the expected number of times the expert is queries when the searcher follows optimal strategy given the query price is \( c_e \). Note, that these functions also
depend on the search cost $c_s$ but we are dropping it from the notation because we will keep it constant.

Using the notation discussed above for any $c_e$, the searcher’s utility $V()$ can be formulated as: $V(c_e) = E[\omega(c_e)] - c_s \eta_s(c_e) - c_e \eta_x(c_e)$. At any $c_e$ this is the highest utility the searcher can achieve. Therefore:

$$V(c_e) = E[\omega(c_e)] - c_s \eta_s(c_e) - c_e \eta_x(c_e)$$

$$
\geq E[\omega(c_e')] - c_s \eta_s(c_e') - c_e \eta_x(c_e') \quad \forall \ c'_e
$$

(S.8)

In order to show that the number of queries requested, when using the optimal strategy, decreases with an increase in query cost, we consider two query costs $c_{e\text{low}}$ and $c_{e\text{high}}$, such that, WLOG, $c_{e\text{low}} < c_{e\text{high}}$. Using Equation S.8 we get the following conditions:

$$V(c_{e\text{low}}) = E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{low}} \eta_x(c_{e\text{low}})$$

$$\geq E[\omega(c_{e\text{high}})] - c_s \eta_s(c_{e\text{high}}) - c_{e\text{low}} \eta_x(c_{e\text{high}})$$

$$E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{low}} \eta_x(c_{e\text{low}}) + c_{e\text{low}} \eta_x(c_{e\text{high}}) \geq E[\omega(c_{e\text{high}})] - c_s \eta_s(c_{e\text{high}})$$

(S.9)

$$V(c_{e\text{high}}) = E[\omega(c_{e\text{high}})] - c_s \eta_s(c_{e\text{high}}) - c_{e\text{high}} \eta_x(c_{e\text{high}})$$

$$\geq E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{high}} \eta_x(c_{e\text{low}})$$

$$E[\omega(c_{e\text{high}})] - c_s \eta_s(c_{e\text{high}}) \geq E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{high}} \eta_x(c_{e\text{low}}) + c_{e\text{high}} \eta_x(c_{e\text{high}})$$

(S.10)

Using Equations S.9 and S.10, we obtain:

$$E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{low}} \eta_x(c_{e\text{low}}) + c_{e\text{low}} \eta_x(c_{e\text{high}}) \geq E[\omega(c_{e\text{high}})] - c_s \eta_s(c_{e\text{high}})$$

$$\geq E[\omega(c_{e\text{low}})] - c_s \eta_s(c_{e\text{low}}) - c_{e\text{high}} \eta_x(c_{e\text{low}}) - c_{e\text{high}} \eta_x(c_{e\text{high}}) + c_{e\text{high}} \eta_x(c_{e\text{high}})$$

$\Rightarrow 0 \geq (\eta_x(c_{e\text{high}}) - \eta_x(c_{e\text{low}}))(c_{e\text{high}} - c_{e\text{low}})$

(S.11)

Since $c_{e\text{high}} > c_{e\text{low}}$, Equation S.11 can hold only if $\eta_x(c_{e\text{high}}) \leq \eta_x(c_{e\text{low}})$. Therefore, with a higher query price, the optimal number of queries requested by the searcher is never greater than with a lower query price.  

□
S.1.4. Computations For Non-Linear Package Pricing

**Expected Number of Packages Purchased ($\eta_b$) and Expected Number of Queries used ($\eta_{c^\text{q}}$).**

In order to calculate $\eta_b$ and $\eta_{c^\text{q}}$, we define and compute the following probabilities:

<table>
<thead>
<tr>
<th>Represents</th>
<th>General formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\gamma \rightarrow \gamma-1}$</td>
<td>Pr (querying and resuming, moving from state $\gamma &gt; 0$ to $\gamma - 1$)</td>
</tr>
<tr>
<td>$\int_{M(s,V_{\gamma-1})&gt;V_{\gamma}} f_s(s) F_v(V_{\gamma-1}</td>
<td>s) , ds$</td>
</tr>
<tr>
<td>$\Pr(s &gt; t_\gamma \text{ and } v &lt; V_{\gamma-1})$</td>
<td></td>
</tr>
<tr>
<td>$P_{\gamma \rightarrow \gamma}$</td>
<td>Pr (resuming without querying, staying in state $\gamma &gt; 0$)</td>
</tr>
<tr>
<td>$\int_{M(s,V_{\gamma-1})&lt;V_{\gamma}} f_s(s) , ds$</td>
<td></td>
</tr>
<tr>
<td>$\Pr(s &lt; t_\gamma)$</td>
<td></td>
</tr>
<tr>
<td>$P_{\gamma \rightarrow \text{ter}}$</td>
<td>Pr (querying and then terminating from state $\gamma &gt; 0$)</td>
</tr>
<tr>
<td>$\int_{M(s,V_{\gamma-1})&gt;V_{\gamma}} f_s(s)(1 - F_v(V_{\gamma-1}</td>
<td>s)) , ds$</td>
</tr>
<tr>
<td>$\Pr(s \geq t_\gamma \text{ and } v \geq V_{\gamma-1})$</td>
<td></td>
</tr>
<tr>
<td>$P_{0 \rightarrow k-1}$</td>
<td>Pr (querying and resuming, moving from state $\gamma = 0$ to $k - 1$)</td>
</tr>
<tr>
<td>$\int_{Q_{s}} f_{s}(s) F_v(V_{k-1}</td>
<td>s) , ds$</td>
</tr>
<tr>
<td>$\Pr(t_1 \leq s \leq t_u \text{ and } v &lt; V_{\gamma-1})$</td>
<td></td>
</tr>
<tr>
<td>$P_{0 \rightarrow 0}$</td>
<td>Pr (resuming without querying when $\gamma = 0$)</td>
</tr>
<tr>
<td>$\int_{Q_{s}} f_{s}(s) , ds$</td>
<td></td>
</tr>
<tr>
<td>$\Pr(s &lt; t_1)$</td>
<td></td>
</tr>
<tr>
<td>$P_{0 \rightarrow \text{ter}}^{\text{query}}$</td>
<td>Pr (terminating without querying when $\gamma = 0$)</td>
</tr>
<tr>
<td>$\int_{Q_{s}} f_{s}(s) , ds$</td>
<td></td>
</tr>
<tr>
<td>$\Pr(s &gt; t_u)$</td>
<td></td>
</tr>
<tr>
<td>$P_{0 \rightarrow \text{ter}}^{\text{query}}$</td>
<td>Pr (querying and terminating when $\gamma = 0$)</td>
</tr>
<tr>
<td>$\int_{Q_{s}} f_{s}(s)(1 - F_v(V_{\gamma-1}</td>
<td>s)) , ds$</td>
</tr>
<tr>
<td>$\Pr(t_1 \leq s \leq t_u \text{ and } v \geq V_{\gamma-1})$</td>
<td></td>
</tr>
</tbody>
</table>

Notice that $P_{\gamma \rightarrow \gamma-1} + P_{\gamma \rightarrow \gamma} + P_{\gamma \rightarrow \text{ter}} = 1$, and similarly $P_{0 \rightarrow k-1} + P_{0 \rightarrow 0} + P_{0 \rightarrow \text{ter}}^{\text{query}} + P_{0 \rightarrow \text{ter}} = 1$.

Let $P_{\gamma}(T)$ denote the probability of eventually transitioning, when in state $\gamma$, to state $\gamma - 1$ (for $\gamma = 0$ it is the probability of eventually transitioning to state $k - 1$). Let $P_{\text{cycle}}$ be the probability of starting at a given state and getting back to it after going through all other states (excluding search termination state). The values of $P_{\gamma}(T)$ and $P_{\text{cycle}}$ can be calculated as $P_{\gamma}(T) = \sum_{j=0}^{\infty} (P_{\gamma \rightarrow \gamma})^j P_{\gamma \rightarrow \gamma-1} = \frac{P_{\gamma \rightarrow \gamma-1}}{1 - P_{\gamma \rightarrow \gamma}}$; $P_{\text{cycle}} = \prod_{i=0}^{k-1} P_i(T)$. Now let $P_{\gamma}(\text{Term})$ denote the probability of terminating the search in current state $\gamma$ without transitioning to state $\gamma - 1$, and $P_0(\text{Buy} \land \text{Term})$ denote the probability of eventually purchasing the package and then terminating the search when starting from state $\gamma = 0$. Then:

$$P_\gamma(\text{Term}) = 1 - P_\gamma(T) = \frac{P_{\gamma \rightarrow \text{ter}}}{1 - P_{\gamma \rightarrow \gamma}}; \quad P_0(\text{Buy} \land \text{Term}) = \frac{P_{0 \rightarrow \text{ter}}^{\text{query}}}{1 - P_{0 \rightarrow 0}};$$

$$P_0(\neg \text{Buy} \land \text{Term}) = \frac{P_{0 \rightarrow \text{ter}}^{\text{query}}}{1 - P_{0 \rightarrow 0}}$$

**Expected number of Packages purchased ($\eta_b$).** In order for the searcher to purchase the $j$th package, she first needs to purchase $j - 1$ packages and use them fully (with probability
cycle \((j - 1)\), then purchase exactly one additional package. There are three ways for this to occur: (1) the searcher purchases the package and terminates the search in state \(\gamma = 0\) (with probability \(P_{0}(\text{Buy} \land \text{Term})\)); (2) the searcher purchases the package and terminates the search in some state \(\gamma > 0\) (with probability \(P_{0}(T) - P_{\text{cycle}}\)); and (3) the searcher purchases the package, fully consumes it (i.e., returns to state \(\gamma = 0\)) and then terminates search without further package purchases (with probability \(P_{\text{cycle}}P_{0}(\neg \text{Buy} \land \text{Term})\)). Therefore, 

\[
\Pr(\text{purchase exactly } j \text{ packages}) = (P_{\text{cycle}})^{j-1} \left( P_{0}(\text{Buy} \land \text{Term}) + P_{0}(T) - P_{\text{cycle}} \right)
\]

\[
+ P_{\text{cycle}}P_{0}(\neg \text{Buy} \land \text{Term})
\]

\(P_{0}(T) = 1 - P_{0}(\neg \text{Buy} \land \text{Term}) + P_{0}(\text{Buy} \land \text{Term})\). Therefore, the above expression becomes \(P_{\text{cycle}}^{j-1}(P_{0}(\text{Buy} \land \text{Term}) + P_{0}(T))(1 - P_{\text{cycle}})\). Then the expected number of packages purchased, \(\eta_{b}\), is given by:

\[
\eta_{b} = \sum_{j=1}^{\infty} j \Pr(\text{purchase exactly } j \text{ packages})
\]

\[
= \sum_{j=1}^{\infty} j(P_{\text{cycle}})^{j-1}(P_{0}(\text{Buy} \land \text{Term}) + P_{0}(T))(1 - P_{\text{cycle}})
\]

**Expected number of queries used (\(\eta_{c}\)).** Let \(P_{m}(Q)\) be the probability that exactly \(m\) queries are used. If \(m < k\) then the only way to exhaust \(m\) queries is by transitioning from state \(\gamma = 0\) to state \(k - m + 1\) and eventually terminating the search without transitioning to the next state. \(m = k\) implies that the searcher transitions to state \(\gamma = 1\) and either terminates without transitioning to \(\gamma = 0\) or terminates after transitioning to \(\gamma = 0\) without purchasing a new package. Therefore:

\[
P_{m}(Q) = \begin{cases} 
    P_{0}(\text{Buy} \land \text{Term}) & m = 1 \\
    P_{0}(T) \left( \prod_{j=k-1}^{j=k-m+2} P_{j}(T) \right) P_{k-m+1}(\text{Term}) & m < k \\
    P_{0}(T) \left( \prod_{j=2}^{j=k-1} P_{j}(T) \right) P_{1}(\text{Term}) + P_{\text{cycle}}P_{0}(\neg \text{Buy} \land \text{Term}) & m = k 
\end{cases}
\]

For \(m > k\), we represent \(m\) as \(jk + i\) where \(i = m \% k\) and \(j = \lfloor \frac{m}{k} \rfloor\). Here, \(j\) represents the number of full cycles completed (when all queries in a package are used) and \(i\) represents the number of queries used prior to terminating before finishing the \((j + 1)\)th round. This
cyclic nature gives us the following recurrence:

\[ P_{m=jk+i}(Q) = P_{cycle}P_{(j-1)k+i}(Q) = \cdots = (P_{cycle})^j P_i(Q) \]

Therefore the expected number of queries is given by:

\[ \eta_{cs} = \sum_{m=0}^{\infty} mP_{m}(Q) = \sum_{j=0}^{\infty} \sum_{i=1}^{k} (jk + i)(P_{cycle})^j P_i(Q) = \sum_{j=0}^{\infty} \sum_{i=1}^{k} (jk + i) \left( \prod_{l=0}^{k-1} P_l(T) \right)^j P_i(Q) \]

(S.12)

\[ E_i(\omega) = \begin{cases} \mathbb{E}[v|v > V_{i-1}, s > t_i] & i > 0 \\ \frac{\mathbb{E}[v|v > V_{k-1}, t_l < s < t_u] \Pr(v > V_{k-1}, t_l < s < t_u) + \mathbb{E}[v|s > t_u] \Pr(s > t_u)}{\Pr(v > V_{k-1}, t_l < s < t_u) + \Pr(s > t_u)} & i = 0 \end{cases} \]

\[ P_i(\omega) = \begin{cases} \sum_{j=0}^{\infty} P_{cycle}^j P_0(T) \left( \prod_{h=i+1}^{k} P_h(T) \right) P_i(\text{Term}) & i > 0 \\ \sum_{j=0}^{\infty} P_{cycle}^j (1 - P_0(T)) & i = 0 \end{cases} \]

\[ \mathbb{E}(\omega) = \mathbb{E}(\text{Expected value of opportunity}) = \sum_{i=0}^{i=k-1} E_i(\omega) P_i(\omega) \]

**Expected value of an opportunity received.** Let \( \omega \) be the random variable representing the value of an opportunity received, then \( E_i(\omega) \) represents the expected value of the opportunity if the search terminates in state \( i \) and \( P_i(\omega) \) represents the probability of terminating at that state.

**Expected number of opportunities examined.** By definition \( V_0 \) is the value of the opportunity accepted minus the total search and query cost incurred (\( V_0 = \mathbb{E}(\omega) - \eta_s c_s - \eta_b c_k \)). Therefore, \( \eta_s = \frac{\mathbb{E}(\omega) - \eta_b c_k - V_0}{c_s} \).

S.1.5. The dependency of \( t_l, t_u \) and \( t_\gamma \) in \( c_s \) and \( c_e \)

A pattern similar to the one reported in Section 5.1 holds when using packages of more than a single query: The dependency of \( t_l \) and \( t_u \) in \( c_s \) and \( c_e \) is similar to the one illustrated in Figure 3, and similarly, \( t_\gamma \) decreases as \( c_s \) increases and increases as \( c_e \) increases (see Figure S.1).

S.1.6. Robustness: Adding Discounting
For $k = 4, c_s = 0.01$.

**Figure S.1:** (a) Effect of $c_s$ on the signal thresholds ($t_\gamma$) for $\gamma = 1, 2, 3$, $c^k_e = 0.01$ and package size $k = 4$. (b) Effect of $c^k_e$ on the signal thresholds ($t_\gamma$) for states $\gamma = 1, 2, 3$, package size $k = 4$ and $c_s = 0.01$.

We note here that, while particulars may vary, the form of our results is robust when we add a discount factor $\delta$ into the utility functions.\(^1\) We illustrate with an appropriate modification for the a la carte model variant. The changes for Equations 10-12 are easy; Equation 10 is updated to Equation S.13 and Equations 11-12 remain the same.

\[
V = -c_s + \delta \left( V F_s(t_l) + \int_{s=t_u}^{s=t_l} f_s(s) E[v|s] \, ds + \int_{s=t_l}^{s=t_u} \left( V F_v(V|s) + \int_{y=V}^{y=V} y f_v(y|s) \, dy - c_e \right) \, ds \right) 
\]

\[(S.13)\]

The only minor technical change in the remaining analysis is that one cannot use the simple formulation for expert’s strategy that we outline in Section 4.2 because simply multiplying the expected number of queries by the cost per query is insufficient – the timing of queries matters as well. Let $P_s$ and $P_q$ be the probabilities that the searcher resumes the search (given by $A + B$, as in Section 4.2) and that the searcher queries the expert (given

\(^1\)Indeed, in many sequential search environments, discounting can be neglected if considering a short-term search where search costs dominate, as in most online markets. Still, discounting of gains and costs is important in more traditional search settings.
by $A + D$, as in Section 4.2), respectively. The expert’s profit $\pi_e$ is given by:

$$\pi_e = (c_e - d_e) \sum_{t=0}^{\infty} \delta^t P_r(\text{Search is not terminated by time } t - 1) \times \Pr(\text{Searcher queries at time } t)$$

$$= (c_e - d_e) \sum_{t=0}^{\infty} \delta^t p_s P_q = \frac{(c_e - d_e)P_q}{1 - \delta P_s} = \frac{(c_e - d_e)(A + D)}{1 - \delta(A + B)}$$  \hspace{1cm} (S.14)

Figure S.2 shows a comparison of the expert’s profit as a function of query cost for the same environment as in Section 5 for a discounted case (with discount factor of 0.95) and the non-discounted case. We find that the introduction of discounting does not significantly affect the nature of our results, so we do not consider it in this paper.

S.1.7. Calculation of $\frac{\partial V_{\gamma}}{\partial t_l}$ and $\frac{\partial^2 V_{\gamma}}{\partial t_l^2}$

From Equation 5:

$$V_{\gamma > 0} = V_{\gamma} F_s(t_{\gamma}) + \int_{s=t_{\gamma}}^{\infty} f_s(s) \left( \int_{y=V_{\gamma-1}}^{s} y f_v(y|s) dy + V_{\gamma-1} F_v(V_{\gamma-1}|s) \right) ds - c_s$$

$$\frac{\partial V_{\gamma}}{\partial t_l} (1 - F_s(t_{\gamma})) = \frac{\partial V_{\gamma-1}}{\partial t_l} \int_{t_{\gamma}}^{\infty} f_s(s) F_v(V_{\gamma-1}|s) ds$$

$$= \frac{1}{1 - F_s(t_{\gamma})} \frac{\partial V_{\gamma-1}}{\partial t_l} \int_{t_{\gamma}}^{\infty} f_s(s) F_v(V_{\gamma-1}|s) ds$$

$$= \frac{\Pr(v \leq V_{\gamma-1} \land s \geq t_{\gamma}) \partial V_{\gamma-1}}{\Pr(s \geq t_{\gamma})}$$

$$= \prod_{i=1}^{\gamma} \frac{\Pr(v \leq V_{i-1} | s \geq t_i) \partial V_0}{\partial t_l}$$

$$= \prod_{i=1}^{\gamma} \Pr(v \leq V_{i-1} | s \geq t_i) \frac{\partial^2 V_0}{\partial t_l^2} + \frac{\partial}{\partial t_l} \left( \prod_{i=1}^{\gamma} \Pr(v \leq V_{i-1} | s \geq t_i) \right) \frac{\partial V_0}{\partial t_l}$$

![Figure S.2: Expert’s profit with and without discount factor for $c_s = 0.01$.](image-url)