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ABSTRACT

In this paper we find a second class of sequences of random numbers
\((x_n)_{n=1}^{\infty}\) (the orbit of the ergodic adding machine) such that the corre-
sponding sequences of zeros and ones \(1_{[0,y)}(x_n)\) \((n = 1, 2, \ldots, N)\) sat-
ify Central Limit Theorems with extremely small standard deviation
\(\sigma_N = O(\sqrt{\log N})\), instead of \(O(\sqrt{N})\), as \(N \to \infty\).

Dedicated to Professor Benjamin Weiss on the occasion of his 60th birthday.

1. Introduction

Let \((\beta_n)_{n=0}^{\infty}\) be a sequence of real numbers from the unit interval \([0, 1)\), \(1_{[0,y)}(x)\)
be the indicator function of the interval \([0, y)\):

\[
1_{[0,y)}(x) = \begin{cases} 
1, & \text{if } x \in [0, y) \\
0, & \text{otherwise};
\end{cases}
\]

\(\{v\}\) is the fractional part of \(v\); \([v]\) is the integer part of \(v\), i.e., \(v = [v] + \{v\}\); \n
\(\triangleq v = v - 1\) for the integer \(v\), and \(\uparrow v = [v]\), otherwise.

According to Roth's theorem (see Appendix)

\[
\inf_{\rho \in \mathbb{R}} \int_0^1 \int_0^1 \left( \sum_{n=0}^{\lfloor zN \rfloor} (1_{[0,y)}(\beta_n) - y) - \rho \right)^2 \, dydz \geq 2^{-8 \log_2 N}.
\]
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Let $z, y \in [0, 1)$ be uniformly distributed random variables. We see that the standard deviation of the random variable $\sum_{n=0}^{\lfloor zN \rfloor} (1_{[0,y)}(\beta_n) - y)$ is bigger than $\sqrt{2^{-8} \log_2 N}$ for the entire random or deterministic sequence $(\beta_n)_{n \geq 0}$.

In [B1], [B2], [B3], Beck found some results on the stochastic behavior of the rotation on the circle. In particular, he proved

\begin{equation}
\text{volume} \left\{ (u, y, z) \in [0, 1)^3 \left| \frac{\sum_{n=0}^{\lfloor zN \rfloor} (1_{[u,u+y)}(\alpha n) - y)}{c_1 \sqrt{\log N}} < t \right. \right\} \to \Phi(t)
\end{equation}

uniformly for all $t$ as $N \to \infty$, where $\alpha$ is a quadratic irrational number,

\begin{equation}
\Phi(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-u^2/2} du
\end{equation}

and

\begin{equation}
1_{[u,u+y)}(v) = 1_{[0,y)}(\{v - u\}).
\end{equation}

According to Roth’s theorem, this is a first class of sequences $(\beta_n)_{n \geq 0}$ ($\beta_n = \alpha n$, $n = 0, 1, \ldots$) such that the triangular array with random variable $1_{[u,u+y)}(\beta_n) - y$ satisfy the Central Limit Theorem (CLT) with extremely small (by order of magnitude) standard deviation.

In this paper we find a second class of such sequences, namely,

$$\beta_n = T_q^n(x), \quad n = 0, 1, 2, \ldots,$$

where $q \geq 2$ is an integer, and $T_q(x)$ is the von Neumann–Kakutani’s ergodic adding machine: let $x = .x_1 x_2 \ldots x_k$ and $x' = .x'_1 x'_2 \ldots x'_k$ be the $q$-expansion of numbers $x$ and $x' \in [0, 1)$, $T_q(x) = x'$ is defined by

\begin{equation}
x'_k = \begin{cases} 
0, & \text{if } k = 1, 2, \ldots, i - 1, \\
x_i + 1, & \text{if } k = i, \\
x_i, & \text{otherwise},
\end{cases}
\end{equation}

where $x_k = q - 1$ for $k = 1, 2, \ldots, i - 1$ and $x_i \neq q - 1$;

$$T^n_q(x) = T_q(T^{n-1}_q(x)), \quad n = 2, 3, \ldots, \quad T^0_q(x) = x.$$

The detailed description of the ergodic adding machine is given in [Fr, pp. 75–83] and in [Pe, pp. 208–212]. As is known, the sequence $(T^n_q(x))_{n \geq 1}$ coincides for $x = 0$ with the van der Corput sequence (see for example [LP], [P]).

We will prove the following three theorems:
THEOREM 1.1: There exist constants \( c_1, c_2 > 0 \) such that

\[
\left| \text{volume} \left\{ (y, z) \in [0, 1]^2 \left| \frac{\sum_{n=0}^{L_zN_j}(1_{[u,u+y)}(T^n_q(x) - y) - e(x, u, N))}{\sqrt{\sigma_1(x, u, N) \log q N}} < t \right. \right\} - \Phi(t) \right| 
\leq c_1 (\log q N)^{-1/7},
\]

where

\[
e(x, u, N) = \int_0^1 \int_0^1 \sum_{n=0}^{L_zN_j} (1_{[u,u+y)}(T^n_q(x)) - y) dy dz
\]

and

\[
\sigma_1(x, u, N) = \int_0^1 \int_0^1 \left( \sum_{n=0}^{L_zN_j} (1_{[u,u+y)}(T^n_q(x)) - y) - e(x, u, N) \right)^2 dy dz / \log q N
\]

\[
\in [2^{-12} \log_2 q, 2^{12} q^4]
\]

for all \((u, x) \in [0, 1]^2, t \in \mathbb{R}\) and \(N \geq c_2\).

THEOREM 1.2: There exist constants \( c_3, c_4 > 0 \) such that

\[
\left| \text{volume} \left\{ (x, y, z) \in [0, 1]^3 \left| \frac{\sum_{n=0}^{L_zN_j}(1_{[u,u+y)}(T^n_q(x)) - y)}{\sqrt{\sigma_2(u, N) \log q N}} < t \right. \right\} - \Phi(t) \right| 
\leq c_3 (\log q N)^{-1/7},
\]

where

\[
\sigma_2(u, N) = \int_{[0,1]^3} \left( \sum_{n=0}^{L_zN_j} (1_{[u,u+y)}(T^n_q(x)) - y) \right)^2 dx dy dz / \log q N
\]

\[
\in [2^{-12} \log_2 q, 2^{12} q^4]
\]

for all \(u \in [0, 1], t \in \mathbb{R}\), and \(N \geq c_4\).

THEOREM 1.3: There exist constants \( c_5, c_6 > 0 \) such that

\[
\left| \text{volume} \left\{ (u, y, z) \in [0, 1]^3 \left| \frac{\sum_{n=0}^{L_zN_j}(1_{[u,u+y)}(T^n_q(x)) - y)}{\sqrt{\sigma_3(x, N) \log q N}} < t \right. \right\} - \Phi(t) \right| 
< c_5 (\log q N)^{-1/7},
\]
where

\[
\sigma_3(x, N) = \int_{[0,1]^3} \left( \sum_{n=0}^{\left\lfloor \frac{zN}{q} \right\rfloor} (1_{[u,u+y]}(T_q^n(x) - y)) \right)^2 \, du \, dy \, dz / \log_q N
\]

\[\in [2^{-12} \log_2 q, 2^{12} q^4] \]

for all \( x \in [0,1) \), \( t \in \mathbb{R} \), and \( N \geq c_6 \).

The true error term in Theorem 1.1–Theorem 1.3 is \( O((\log_q N)^{-1/6-\epsilon}) \); for simplicity we write \( O((\log_q N)^{-1/7}) \).

**Remark 1.1:** It is easy to prove that \( \sigma_1(x,u,N) \), \( \sigma_2(u,N) \) and \( \sigma_3(x,N) \) do not depend on \( u,x \), and \( N \) for \( x = m_1/q^r \), \( u = m_2/q^s \) with integers \( m_1, m_2 \) and \( r \); and for almost all \((u,x) \in [0,1)^2\).

**Remark 1.2:** Let \( q_n \geq 2 \) (\( n = 1,2,\ldots \)) be a sequence of integers. Consider Cantor’s expansion of \( x \in [0,1) \):

\[ x = x_1 x_2 \ldots = \sum_{n=1}^{\infty} \frac{x_n}{q_1 \cdots q_n}, \quad \text{with} \quad x_n \in \{0,1,\ldots,q_n-1\}, n = 1,2\ldots \]

and the odometer transform \( T(x) = x' = x'_1 x'_2 \ldots \) where

\[ x'_k = \begin{cases} 
0, & \text{if } k = 1,2,\ldots,i-1 \\
 x_i + 1, & \text{if } k = i \\
x_i, & \text{otherwise}
\end{cases} \]

with \( x_k = q_k - 1 \) for \( k = 1,2,\ldots, i-1 \) and \( x_i \neq q_i - 1 \).

Repeating the proof of Theorem 1.1–Theorem 1.3, we obtain that they are true for the case of \( \sum_{i=1}^{n} q_i = O(n) \), as \( n \to \infty \). The case of the arbitrary sequence \( (q_n)_{n \geq 1} \) will be considered in a forthcoming paper. We note that \( (T^n(0))_{n \geq 1} \) coincides with the generalized van der Corput sequence \([PA]\).

**Remark 1.3:** In forthcoming papers we will prove that the considered triangular array of random variables \( (1_{[u,u+y]}(T_q^n(x)) - y)_{n=0}^{\left\lfloor \frac{zN}{q} \right\rfloor} \) satisfies the law of the iterated logarithm, almost sure CLT, the invariance principle, and the large deviation theorem.

We will also prove that CLT is valid for the generalized von Neumann–Kakutani's transform in the sense of \([LP]\), \([P]\), and for the following 1- and 2-parameter random sequences:

\[ f_1(x, N) = \# \{ k \in [1, N] : T_q^k(x) < c/k \}, \quad x \in [0,1), N = 1,2,\ldots \]
and
\[ f_2(x, z, N) = \sum_{k=1}^{\lfloor zN \rfloor} T_q^k(x) = \sum_{k=1}^{\lfloor zN \rfloor} / 2, \quad x, z \in [0, 1)^2, \quad N = 1, 2, \ldots \]

(compare with theorems from [B1], [B2], [B3]).

Theorem 1.3 was announced in [L].

2. Auxiliary lemmas

We will use the following notation:
\[ T(x) = T_q(\{x\}), \]
where \( \{x\} \) is the fractional part of \( x \);

\begin{equation}
I(x < y) = \begin{cases} 1, & \text{if } x < y, \\ 0, & \text{otherwise}. \end{cases}
\tag{2.1}
\end{equation}

Similarly, we define functions \( I(x \leq y) \), \( I(x > y) \), and \( I(x = y) \).

Let \( [x] + x_1x_2 \ldots \) be the \( q \)-expansion of \( x \), \( w, x_i \in \{0, 1, \ldots, q-1\}, i = 1, 2, \ldots \). We denote
\begin{equation}
R_k(x) = .x_kx_{k-1} \ldots x_1 = \sum_{i=1}^{k} x_i q^{i-k-1},
\tag{2.2}
\end{equation}
\begin{equation}
\{x\}_k = .x_1 \ldots x_k = [q^k \{x\}]/q^k \text{ for } k = 1, 2, \ldots .
\tag{2.3}
\end{equation}

Lemma 2.1: Let \( k, a, b \geq 0 \) be integers, and \( x \in [0, 1) \). Then
\begin{equation}
T^{aq^k+b}(x) = T^b\left(\frac{[q^k x] + T^a(q^k x)}{q^k}\right).
\tag{2.4}
\end{equation}

Proof: For \( a = 0 \) the equality (2.4) is clear. Let (2.4) be true for \( a \geq 0 \) and for all integers \( k, b \geq 0 \). Then
\[ T^{(a+1)q^k+b}(x) = T^b(T^{aq^k} + q^k(x)) = T^b(v) \]
with
\[ v = T^q\left(\frac{[q^k x] + T^a(q^k x)}{q^k}\right). \]
Now from (1.6), we obtain
\[ v = ([q^k x] + T^{a+1}(q^k x))/q^k. \]

Lemma 2.1 is now proved by induction. \( \blacksquare \)
**Lemma 2.2:** Let \( x, y \in [0, 1), i \geq 1 \) be an integer. Then

\[
\sum_{k=0}^{q^i-1} (1_{[0,y)}(T^k(x)) - y) = -\{q^i y\} + \text{I}(R_i(x) \leq R_i(y))\text{I}({q^i x} < {q^i y}) + \text{I}(R_i(x) > R_i(y))\text{I}(T(q^i x) < {q^i y}).
\]

**Proof:** The sequence \( \{T^k(x)\}_i \) \((k = 0, 1, \ldots, q^i - 1)\) passes the set

\[\{0, 1/q^i, 2/q^i, \ldots, (q^i - 1)/q^i\}.
\]

Hence there exists an integer \( k_0 \in \{0, 1, \ldots, q^i - 1\} \) such that

\[\text{I} = \sum_{k=0}^{q^i-1} 1_{[0,\{y\}_i)}(T^k(x)) = q^i\{y\}_i = q^i y - \{q^i y\}.
\]

By (2.6) we have

\[
\sum_{k=0}^{q^i-1} 1_{\{\{y\}_i, \ldots, y\}}(T^k(x)) = 1_{\{\{y\}_i, \ldots, y\}}(T^{k_0}(y))
\]

\[= 1_{[0,\{q^i y\}/q^i)}(\{T^{k_0}(x) - \{y\}_i\})
\]

\[= 1_{[0,\{q^i y\}/q^i)}(q^iT^{k_0}(x)) \equiv \{q^i T^{k_0}(x) < \{q^i y\}\}.
\]

We denote the left side of (2.5) by \( \sigma \). From (2.7) and (2.8), we conclude that

\[\sigma = -\{q^i y\} + \text{I}(\{q^i T^{k_0}(x) < \{q^i y\}\}).
\]

Let now

\[k_1 = q^i R_i(y) \quad \text{and} \quad k_2 = q^i R_i(x).
\]

It follows from (1.6), (2.2) and (2.3) that

\[\{y\}_i = T^{k_1}(0), \quad \{x\}_i = T^{k_2}(0)
\]

and

\[x = T^{k_2}(\{q^i x\}/q^i).
\]
Then, in view of (1.6),
\[(2.13)\quad \{q^iT^{k_0}(x)\} = \begin{cases} \{q^ix\}, & \text{if } k_2 + k_0 < q^i, \\ T\{q^ix\}, & \text{otherwise}. \end{cases}\]

By (2.6), (2.11) and (2.12), we obtain
\[
\{T^{k_2+k_0}(\{q^ix\}/q^i)\}_i = T^{k_1}(0).
\]

Next, from (1.6) we conclude that
\[
k_1 \equiv k_2 + k_0 \pmod{q^i}
\]
and
\[
k_2 + k_0 < q^i \iff k_2 \leq k_1, \quad \text{for } k_1, k_2, k_0 \in [0, q^i).
\]

Using (2.10), we obtain from (2.13)
\[(2.14)\quad \{q^iT^{k_0}(x)\} = \begin{cases} \{q^ix\}, & \text{if } R_i(x) \leq R_i(y), \\ T(\{q^ix\}), & \text{otherwise}. \end{cases}\]

Now in view of (2.9), the assertion of the lemma follows.

**Lemma 2.3:** Let \(i \geq 1, a \geq 0\) be integers and \(v, y \in [0, 1)\). Then
\[
\sum_{k=0}^{(a+1)q^i-1} (1\{0,y\}(T^k(v)) - y) = -\{q^iy\} + I(R_i(x) \leq R_i(y))
\]
\[
\times I(T^a(q^ix) < \{q^iy\}) + I(R_i(x) > R_i(y))
\]
\[
\times I(T^{a+1}(q^ix) < \{q^iy\}).
\]

**Proof:** We denote the left side of (2.15) by \(\sigma\). Bearing in mind that \(T^{aq^i+k}(v) = T^b(T^{aq^i}(v))\), we apply Lemma 2.2 with \(x = T^{aq^i}(v)\):
\[
\sigma = -\{q^iy\} + I(R_i(T^{aq^i}(v)) \leq R_i(y))I(\{q^iT^{aq^i}(v)\} < \{q^iy\})
\]
\[
+ I(R_i(T^{aq^i}(v)) > R_i(y))I(T\{q^iT^{aq^i}(v)\} < \{q^iy\}).
\]

Now by Lemma 2.1, (1.6), and (2.2), we obtain
\[
R_i(T^{aq^i}(v)) = R_i(v),
\]
\[
\{q^iT^{aq^i}(v)\} = T^a(\{q^iv\}),
\]
and the assertion of the lemma follows. \(\blacksquare\)
Consider the $q$-expansion of the integer number $M \in [q^m, q^{m+1})$,

\begin{equation}
M = \sum_{i=0}^{m} a_i q^i, \quad \text{with } a_i \in \{0, \ldots, q-1\}, \ i = 0, \ldots, m - 1,
\end{equation}

Let

\begin{equation}
M_i = \lfloor M/q^{i+1}\rfloor q = \sum_{k=i+1}^{m} a_k q^{k-i}, \quad i = 0, \ldots, m.
\end{equation}

It is easy to see that

\begin{equation}
[0, M) = \bigcup_{i=0}^{m} \bigcup_{b_i=0}^{a_i-1} [q^{i}(b_i + M_i), q^{i}(b_i + 1 + M_i)).
\end{equation}

Define

\begin{equation}
g_i(L, x, y) = -\{q^i y\} + I(R_i(x) \leq R_i(y))I(T^L(q^i x) < \{q^i y\})
\end{equation}

\begin{equation}
+ I(R_i(x) > R_i(y))I(T^{L+1}(q^i x) < \{q^i y\}) \quad \text{for } i = 1, 2, \ldots
\end{equation}

and

\begin{equation}
g_0(L, x, y) = 1[0,y)(T^L(x)) = y.
\end{equation}

We note that $g_i(L, x, y)$ is the function periodic with period 1 over arguments $x$ and $y$ ($i = 0, 1, 2, \ldots$).

From Lemma 2.3, we have

**Corollary 2.1:** Let $x, y \in [0, 1)$, and $M$ be an integer. Then in notation (2.16) and (2.17)

\begin{equation}
\sum_{k=0}^{M-1} (1[0,y)(T^k(x)) - y) = \sum_{i=0}^{m} \sum_{b_i=0}^{a_i-1} g_i(b_i + M_i, x, y).
\end{equation}

**Lemma 2.4:** Let $x, y, u \in [0, 1)$. Then

\begin{equation}
1[u, u+y)(x) - u = 1[0, (u+y))(x) - \{u + y\} - 1[0,u)(x) + u.
\end{equation}

**Proof:** Define

\[ x \in \Delta \pmod{1} \quad \text{if} \quad \exists \ell \in \mathbb{Z} : x + \ell \in \Delta. \]

According to (1.1) and (1.5)

\begin{equation}
1[u, u+y)(x) = 1[0,y)((x - u)) = 1 \iff \{x - u\} \in [0, y) \iff x - u \in [0, y) \pmod{1} \iff x \in [u, u+y) \pmod{1}.
\end{equation}

Consider two cases:
CASE 1: \( u + y < 1 \).

We see that \( \{u + y\} = u + y \), and

\[
1_{[u, u+y)}(x) = 1 \iff x \in [u, u+y).
\]

Hence

\[
1_{[u, u+y)}(x) = 1_{[0, u+y)}(x) = 1_{[0, u)}(x)
\]

and (2.22) follows.

CASE 2: \( u + y \geq 1 \).

By (2.23)

\[
1_{[u, u+y)}(x) = 1_{[u, 1)}(x) + 1_{[0, \{u+y\})}(x) = 1_{[0, \{u+y\})}(x) + 1 - 1_{[0, u)}(x).
\]

Bearing in mind that \( \{u + y\} = u + y - 1 \) for this case, we now obtain (2.22).

The lemma is proved.

Let

\[
(2.24) \quad f(M, x, y, u) = \sum_{k=0}^{M-1} (1_{[0, \{y\})}([T^k(x) - u]) - \{y\}).
\]

**Lemma 2.5:** Let \( x, y, u \in [0, 1) \), \( M \geq 1 \) be an integer. Then in notations (2.16) and (2.17)

\[
(2.25) \quad f(M, x, y - u, u) = \sum_{i=0}^{m} \xi_i(M, x, y, u),
\]

where

\[
(2.26) \quad \xi_i(M, x, y, u) = \sum_{b_i=0}^{a_i-1} (g_i(b_i + M, x, y) - g_i(b_i + M, x, u)).
\]

**Proof:** In view of Lemma 2.4, and (1.5) and that

\[
\{u + \{y - u\}\} = \{u + y - u - [y - u]\} = \{y - [y - u]\} = y,
\]

we obtain

\[
\begin{align*}
f(M, x, y - u, u) & = \sum_{k=0}^{M-1} (1_{[0, \{y - u\})}([T^k(x) - u]) - \{y - u\}) \\
& = \sum_{k=0}^{M-1} (1_{[u, u+\{y - u\})}([T^k(x)]) - \{y - u\})
\end{align*}
\]
\[ M^{-1} = \sum_{k=0}^{M-1} (1_{[0,\{y-u\}]}(T^k(x)) - \{u + \{y - u\}\}) \]
\[ = \sum_{k=0}^{M-1} (1_{[0,y]}(T^k(x)) - y) - \sum_{k=0}^{M-1} (1_{[0,u]}T^k(x) - u). \]

Now from (2.21) and (2.26), we obtain the desired result.  

Thus \( f(N, x, y - u, u) \) is the sum of dependent random variables \( (\xi_i)_{i=0}^{n} \) with \( n = \lfloor \log_q N \rfloor \). To prove Theorems 1.1–1.3 we will use Bernstein’s method [Be], approximating \( f \) by the sum of independent random variables \( \xi_{i,k}^{(\mu)} (\mu = 1, 2, 3) \):

We define

\[ \xi_{i,k}^{(\mu)}(M, x, y, u) = \sum_{b_i=0}^{a_i-1} (g_{i,k}(b_i + M_i, x, y) - g_{i,k}^{(\mu)}(b_i + M_i, x, u)), \]

with notations (2.16)–(2.18), where

\[ g_{i,k}(L, x, v) = -\{q^i v\}_k + I(\{R_i(x)\}_k \leq \{R_i(v)\}_k)I(\{T^L(q^i x)\}_k < \{q^i v\}_k) \]
\[ + I(\{R_i(x)\}_k \geq \{R_i(v)\}_k)I(\{T^L+1(q^i x)\}_k), \]
\[ g_{i,k}^{(\mu)}(L, x, v) = g_{i,k}(L, x, v), \quad \text{for} \ \mu = 2, 3, \]

and

\[ g_{i,k}^{(1)}(L, x, v) = -\{q^i v\} + I(R_i(x) \leq R_i(v))I(\{T^L(q^i x)\}_k < \{q^i v\}_k) \]
\[ + I(R_i(x) > R_i(v))I(\{T^L+1(q^i x)\}_k < \{q^i v\}_k), \quad \text{for} \ i, k \geq 1. \]

**Lemma 2.6:** Let \( i \geq k \geq 1, L \) be integers:

\[ L = \sum_{j=0}^{k} c_j q^j, \quad c_j \in \{0, \ldots, q - 1\}, \quad x, v \in [0, 1); \quad x = .x_1x_2 \ldots, \]

and \( v = .v_1v_2 \ldots \). Then \( g_{i,k}(L, x, v) \) depend only on

\( (x_{i-k+1}, \ldots, x_{i+k}), (v_{i-k+1}, \ldots, v_{i+k}), \quad \text{and} \quad (c_0, \ldots, c_{k-1}); \)

and \( g_{i,k}^{(1)}(L, x, v) \) depend only on \( x, v, i \) and \( (c_0, \ldots, c_{k-1}). \)

**Proof:** By (2.2) and (2.3) we see that

\[ \{q^i v\}_k = .v_{i+1} \ldots v_{i+k} \]
and

\begin{equation}
\{ R_i(v) \}_k = v_1 v_{i-1} \ldots v_{i-k+1}.
\end{equation}

From (1.6) and Lemma 2.1, we obtain

\[
\{ T^L(q^i x) \}_k = \{ T^L(x_{i+1} \ldots x_{i+k}) \}_k = \{ T^L_1(x_{i+1} \ldots x_{i+k}) \}_k
\]

where

\[
L_1 = \sum_{j=0}^{k-1} c_j q^j.
\]

Thus, by (2.28) we have that \( g_{i,k}(L, x, v) \) depend only on \( (x_{i-k+1}, \ldots, x_{i+k}) \), \( (v_{i-k+1}, \ldots, v_{i+k}) \) and \( (c_0, \ldots, c_{k-1}) \). Similarly, from (2.30) we have that \( g_{i,k}(L, x, v) \) depend only on \( x, i, v, i \) and \( (c_0, \ldots, c_{k-1}) \). In view of (2.27), the lemma is proved.

**Lemma 2.7:** Let \( L \geq 0, i \geq k_1 \geq k \geq 1 \) be integers, \( (x, y) \in [0, 1) \). Then

\begin{equation}
\text{mes} \left\{ y \in [0, 1) \mid g_{i,k}(L, x, y) - g_i(L, x, y) \notin \left[ 0, \frac{1}{q^k} \right] \right\} \leq \frac{2}{q^k}
\end{equation}

and

\begin{equation}
\text{mes} \left\{ y \in [0, 1) \mid g_{i,k}(L, x, y) - g_{i,k_1}(L, x, y) \notin \left[ 0, \frac{1}{q^k} \right] \right\} \leq \frac{2}{q^k}.
\end{equation}

**Proof:** We will prove only the inequality (2.33). The proof of (2.34) is similar to that of (2.33).

Let \( y = \ldots y_2 \ldots \) be the \( q \)-expansion of \( y \),

\[
y^{(1)} = \ldots y_i \ldots \in \Omega_1 = \{ v_1 \ldots v_{i-k} \mid v_j \in \{ 0, \ldots, q-1 \}, j = 1, \ldots, i-k \},
\]

\[
y^{(2)} = \ldots y_i y_{i-1} \ldots y_{i-k-1} \in \Omega_2 = \{ v_1 \ldots v_k \mid v_j \in \{ 0, \ldots, q-1 \}, j = 1, \ldots, k \},
\]

\[
y^{(3)} = \ldots y_{i-1} \ldots y_{i+k} \in \Omega_2,
\]

\[
y^{(4)} = \ldots y_{i+k} y_{i+k+1} \ldots \in \Omega_3 = \{ v_1 v_2 \ldots \mid v_j \in \{ 0, \ldots, q-1 \}, j = 1, 2, \ldots \}.
\]

Using Fubini's theorem, we obtain that the left hand side of (2.33) is equal to

\[
\int_{\Omega_1} \int_{\Omega_2} \int_{\Omega_2} \int_{\Omega_2} I \left( g_{i,k}(L, x, y) - g_i(L, x, y) \notin \left[ 0, \frac{1}{q^k} \right] \right) dw,
\]

with \( dw = dy^{(2)} dy^{(3)} dy^{(4)} dy^{(1)} \).

Hence, to prove (2.33) it is sufficient to verify that

\begin{equation}
\int_{\Omega_2} \int_{\Omega_2} I \left( g_{i,k}(L, x, y) - g_i(L, x, y) \in \left[ 0, \frac{1}{q^k} \right] \right) dy^{(2)} dy^{(3)} \leq \frac{2}{q^k}
\end{equation}

for all \( y^{(1)} \in \Omega_1 \) and \( y^{(4)} \in \Omega_3 \).
It is easy to see that $I(\{R_i(x)\}_k = \{R_i(y)\}_k) = 1$ holds only for one $y^{(2)}_0 \in \Omega_2$ (see (2.2)). Bearing in mind that

$$\text{mes}\{y^{(2)} \in \Omega_2 \mid y^{(2)} = y^{(2)}_0\} = 1/q^k,$$

we get that to obtain (2.35), it is sufficient to prove that

$$(2.36) \quad \int_{\Omega_2} I\left( g_{i,k}(L, x, y) - g_i(L, x, y) \notin \left[0, \frac{1}{q^k}\right] \right) dy^{(3)} \leq \frac{1}{q^k}$$

for all $y^{(1)} \in \Omega_1$, $y^{(4)} \in \Omega_3$ and $y^{(2)} \in \Omega_2 \setminus y^{(2)}_0$. If $(\{R_i(x)\}_k < \{R_i(y)\}_k) = 1$, then by (2.2) and (2.3), $I(\tilde{R}_i(x) < \tilde{R}_i(y)) = 1$, and by (2.19) and (2.28),

$$(2.37) \quad g_{i,k}(L, x, y) - g_i(L, x, y) - \{q^i y\}_k = I(\{\tilde{T}^L(q^i x)\}_k < \{q^i y\}_k) - I(\tilde{T}^L(q^i x) < \{q^i y\}).$$

We see that the right side of (2.37) can be not equal to zero only for the case

$$I(\{\tilde{T}^L(q^i x)\}_k = \{q^i y\}_k) = 1.$$

This equality holds only for one $y^{(3)} \in \Omega_2$. Bearing in mind that $\{R_i(y)\}_k$ does not depend on $y^{(3)}$, we obtain (2.36) from (2.37) and (2.3). Now let

$$I(\{R_i(x)\}_k > \{R_i(y)\}_k) = 1.$$

We have that

$$I(\tilde{R}_i(x) > \tilde{R}_i(y)) = 1,$$

and by (2.19) and (2.28), the left side of (2.37) is equal to

$$(2.38) \quad I(\{\tilde{T}^{L+1}(q^i x)\}_k < \{q^i y\}_k) - I(\tilde{T}^{L+1}(q^i x) < \{q^i y\}).$$

This difference can be not equal to zero only for one $y^{(3)} = y^{(3)}_0 \in \Omega_2$. Now from (2.37), we get

$$g_{i,k}(L, x, y) - g_i(L, x, y) = \{q^i y\}_k - \{\tilde{q}^i y\}_k \in [0, 1/q^k) \quad \text{for } y^{(3)} \neq y^{(3)}_0.$$

Thus, we obtain (2.36) and the assertion of the lemma. \[\square\]

**Lemma 2.8:** Let $a \geq 0, i \geq k_1 \geq k \geq 1$ be integers, $x, y \in [0, 1)$. Then

$$(2.39) \quad \frac{1}{q^k} \sum_{L=0}^{q^k-1} I(g_{i,k}^{(1)}(L + aq^k, x, y) \neq g_i(L + aq^k, x, y)) \leq \frac{1}{q^k}$$
and

\[(2.40) \quad \frac{1}{q^k} \sum_{L=0}^{q^k-1} I(g^{(1)}_{i,k}(L + aq^k, x, y) \neq g_{i,k}(L + aq^k, x, y)) \leq \frac{1}{q^k}.\]

**Proof:** We consider (2.39). Let

\[I(R_i(x) \leq R_i(y)) = 1.\]

Then by (2.19) and (2.30), we have that

\[(2.41) \quad g^{(1)}_{i,k}(L + aq^k, x, y) - g_i(L + aq^k, x, y) = I\left(\{T^{L+aq^k} q^i x\}^k < \{q^i y\}^k\right) - I\left(T^{L+aq^k} q^i x < \{q^i y\}\right).\]

It is easy to see that if, for \(s \geq 0,\)

\[I(\{T^s(q^i x)\}^k < \{q^i y\}^k) = 1,\]

then

\[I(T^s(q^i x) < \{q^i y\}) = 1,\]

and if

\[I(\{T^s(q^i x)\}^k > \{q^i y\}^k) = 1,\]

then

\[I(T^s(q^i x) > \{q^i x\}) = 1.\]

Hence the right hand side of (2.41) can be not equal to zero only for the case

\[(2.42) \quad I(\{T^{L+aq^k} q^i x\}^k = \{q^i y\}^k) = 1.\]

By Lemma 2.1 and (1.6) this equality holds only for one integer \(L \in [0, q^k),\) and (2.39) follows.

By (2.19) and (2.30), we obtain (2.39) analogously for the case

\[I(R_i(x) > R_i(y)) = 1.\]

The proof of (2.40) is similar to that of (2.39).  

Let

\[(2.43) \quad N = \sum_{i=0}^{n} c_i q^i\]
be the $q$-expansion of $N$, $c_i \neq 0$, $c_i \in \{0, \ldots, q-1\}$, $i = 0, \ldots, n$, and
\begin{equation}
N_L = q[N/q^{i+1}], \quad i = 0, \ldots, n.
\end{equation}

In what follows, we fix $N \in [q^n, q^{n+1})$ and the sequence of integers $d_i \in [0, c_i)$, $i = 0, 1, \ldots, n$. We define for $\mu \in \{1, 2, 3\}$
\begin{equation}
E_j^{(\mu)} h = E_j^{(\mu)} h(M, x, y, u) = E_j^{(\mu)} h(M, x, y, u)
\end{equation}
\begin{equation}
= \frac{1}{q^j} \sum_{M=0}^{q^{j-1}} \int_{G_\mu} h(M + (N_j + d_j)q^j, x, y, u)dw_\mu,
\end{equation}
where
\begin{equation}
G_1 = [0, 1), G_2 = G_3 = [0, 1)^2; \quad dw_1 = dy, dw_2 = dydu,
\end{equation}
and $dw_3 = dydx$;
\begin{equation}
\text{Cov}_j^{(\mu)} (h_1, h_2) = \text{Cov}_j^{(\mu)} (h_1(M, x, y, u), h_2(M, x, y, u))
\end{equation}
\begin{equation}
= \text{Cov}_j^{(\mu)} (h_1(M, x, y, u), h_2(M, x, y, u))
\end{equation}
\begin{equation}
= E_j^{(\mu)} h_1(M, x, y, u) - E_j^{(\mu)} h_2(M, x, y, u))
\end{equation}
\begin{equation}
\times (h_2(M, x, y, u) - E_j^{(\mu)} h_2(M, x, y, u)).
\end{equation}

Lemma 2.9: Let $i \geq k_1 \geq k \geq 1$, $j \geq i + k_1$, $\mu \in \{1, 2, 3\}$. Then
\begin{equation}
E_j^{(\mu)} |\xi_{i,k}^{(\mu)} - \xi_{i,k}| \leq 15/q^{k-1}
\end{equation}
and
\begin{equation}
E_j^{(\mu)} |\xi_{i,k}^{(\mu)} - \xi_{i,k}^{(\mu)}| \leq 15/q^{k-1}.
\end{equation}

Proof: We will prove the inequality (2.49). The proof of (2.50) is similar to that of (2.49). Using (2.17), (2.26), (2.27), (2.29) and (2.30), we obtain
\begin{equation}
|\xi_{i,k}^{(\mu)} ((M + (N_j + d_j)q^j, x, y, u) - \xi_{i}((M + (N_j + d_j)q^j, x, y, u))|
\end{equation}
\begin{equation}
\leq \sum_{b=0}^{q-1} (|g_{i,k}(b + M'_i, x, y) - g_{i}(b + M'_i, x, y)|
\end{equation}
\begin{equation}
+ |g_{i,k}(b + M'_i, x, u) - g_{i}(b + M'_i, x, u)|
\end{equation}
\begin{equation}
+ |g_{i,k}^{(1)}(b + M'_i, x, u) - g_{i}(b + M'_i, x, u)|)
\end{equation}
where
\begin{equation}
M_i' = q[M/q^{i+1}] + (N_j + d_j)q^{j-i}.
\end{equation}

In view of (2.19), (2.28) and (2.30), we have that
\begin{equation}
|g_{i,k}(L, x, y) - g_i(L, x, y)| \leq 2
\end{equation}
and
\begin{equation}
|g_{i,k}^{(1)}(L, x, u) - g_i(L, x, u)| \in \{0, 1\}.
\end{equation}

From Lemma 2.7 and (2.53), we conclude that
\begin{equation}
\begin{aligned}
\int_0^1 |g_{i,k}(L, x, y) - g_i(L, x, y)| dy \\
&\leq \frac{1}{q^k} + L \int_0^1 I(g_{i,k}(L, x, y) - g_i(L, x, y) \notin [0, \frac{1}{q^k}]) dy \\
&\leq 5/q^k.
\end{aligned}
\end{equation}

Applying Lemma 2.8 and (2.54), we see that
\begin{equation}
\begin{aligned}
\frac{1}{q^k} \sum_{L=0}^{q^k-1} |g_{i,k}^{(1)}(L + aq^k, x, u) - g_i(L + aq^k, x, u)| \\
&\leq \frac{1}{q^k} \sum_{L=0}^{q^k-1} I(g_{i,k}^{(1)}(L + aq^k, x, u) \neq g_i(L + aq^k, x, u)) \\
&\leq \frac{1}{q^k} \text{ for } a \geq 0.
\end{aligned}
\end{equation}

Since \(j \geq i + k\), from (2.45) and (2.52)-(2.56) we get that
\begin{equation}
E^{(\mu)}_{j,(N_j+d_j)q^j}|g_i^{(\mu)}(M, x, y) - g_i(M, x, y)| \leq 5/q^k \text{ for } \mu \in [1, 3].
\end{equation}

Now, by (2.51) we obtain the assertion of the lemma.  

**Lemma 2.10:** Let \(\nu \geq 0, i \geq 1, \mu \in [1, 3], k \geq \nu_1 = \min(\lfloor \nu/2 \rfloor, \lfloor 2 \log_q n + 1 \rfloor), j \geq i + \nu + \nu_1\). Then
\begin{equation}
|\text{Cov}_j^{(\mu)}(\xi_i, \xi_{i+\nu})| \leq 60q^{2-\nu_1}
\end{equation}
and
\begin{equation}
|\text{Cov}_j^{(\mu)}(\xi_{i,k}, \xi_{i+\nu,k})| \leq 60q^{2-\nu_1}.
\end{equation}
Proof: We will prove (2.57). The proof of (2.58) is similar to that of (2.57). If 
\( 0 < \nu < 3 \), then (2.57) follows from (2.19) and (2.26). Now let \( \nu \geq 4 \),

\[
\omega_1^{(\mu)} = \xi_i - \xi_{i+\nu,1}^{(\mu)} \quad \text{and} \quad \omega_2^{(\mu)} = \xi_{i+\nu} - \xi_{i+\nu,1}^{(\mu)}.
\]

We have that

\[
\text{Cov}^j(\mu)(\xi_i, \xi_{i+\nu}) = \text{Cov}^j(\mu)(\xi_{i,1}^{(\mu)} + \omega_1^{(\mu)}, \xi_{i+\nu,1}^{(\mu)} + \omega_2^{(\mu)})
\]

\[= \text{Cov}^j(\mu)(\xi_{i,1}^{(\mu)}, \xi_{i+\nu,1}^{(\mu)}) + \text{Cov}^j(\mu)(\omega_1^{(\mu)}, \xi_{i+\nu}) + \text{Cov}^j(\mu)(\xi_{i,1}^{(\mu)}, \omega_2^{(\mu)}).
\]

Let \( \mu \in \{2,3\} \). From (2.27), (2.29) and Lemma 2.6, we obtain that \( \xi_{i,1}^{(\mu)}(M,x,y,u) \) depend only on \( \{(x_r, y_r, u_r)\}_{r=1}^{i+\nu_1} \) and \( \{a_i, \ldots, a_{i+\nu_1-1}\} \);
\( \xi_{i+\nu,1}^{(\mu)}(M,x,y,u) \) depend only on

\[
\{(x_r, y_r, u_r)\}_{r=1}^{i+\nu-\nu_1+1} \quad \text{and} \quad \{a_{i+\nu}, \ldots, a_{i+\nu+\nu_1-1}\}.
\]

We see that \( i+\nu_1 < i+\nu-\nu+1 \). Hence the random variables \( \xi_{i,1}^{(\mu)} \) and \( \xi_{i+\nu,1}^{(\mu)} \) are independent. Bearing in mind that \( j \geq i+\nu_1 \), we get from (2.47) that

\[
(2.61) \quad \text{Cov}^j(\mu)(\xi_{i,1}^{(\mu)}, \xi_{i+\nu,1}^{(\mu)}) = 0.
\]

Now we will prove that (2.61) is also valid for the case \( \mu = 1 \). From (2.27),
(2.30) and Lemma 2.6, it follows that for fixed \( x,u \in [0,1) \), the random variable \( \xi_{i,1}^{(1)} \) depends only on \( \{y_i, y_{i+\nu_1+1}, \ldots, y_{i+\nu_1}\} \) and \( \{a_i, \ldots, a_{i+\nu_1-1}\} \); the random variable \( \xi_{i+\nu,1}^{(1)} \) depends only on \( \{y_{i+\nu-\nu_1+1}, \ldots, y_{i+\nu+\nu_1}\} \) and \( \{a_{i+\nu}, \ldots, a_{i+\nu+\nu_1-1}\} \). Hence the random variables \( \xi_{i,1}^{(1)} \) and \( \xi_{i+\nu,1}^{(1)} \) are independent. Taking into account that \( j \geq i+\nu_1 \), we obtain (2.61). In view of (2.9), (2.26) and (2.27)–(2.30), we have that \( |\xi_{i,1}^{(\mu)}| \leq 2q, |\xi_{i+\nu,1}^{(\mu)}| \leq 2q \).

Then, by Lemma 2.9, (2.47) and (2.59),

\[
|\text{Cov}^j(\mu)(\omega_1^{(\mu)}, \xi_{i+\nu})| = |E_j(\mu)(\xi_{i+\nu} - E_j(\mu)(\xi_{i+\nu}))\omega_1^{(\mu)}| \leq 2q E_j(\mu)|\omega_1^{(\mu)}|
\]

\[= 2q E_j(\mu)|\xi_i - \xi_{i,1}^{(\mu)}| \leq 30/q^{\nu_1 - 2}
\]

and

\[
|\text{Cov}^j(\mu)(\xi_{i,1}^{(\mu)}, \omega_2^{(\mu)})| \leq 2q E_j(\mu)|\omega_2^{(\mu)}| = 2q E_j(\mu)|\xi_{i+\nu} - \xi_{i+\nu,1}^{(\mu)}| \leq 30/q^{\nu_1 - 2}.
\]

Now from (2.60) and (2.61), we obtain the assertion of the lemma. \( \blacksquare \)

Let

\[
(2.62) \quad k_0 = [2 \log_q n + 1].
\]
**Lemma 2.11:** Let \( \mu \in [1, 3], m_1 \geq 0, m_2 \geq 1, k \geq k_0, \) and \( n \geq j \geq m_1 + m_2 + k_0. \) Then

\[
D_j^{(\mu)} \left( \sum_{i=m_1+1}^{m_1+m_2} \xi_i \right) \leq 2^{10} q^2 m_2
\]

and

\[
D_j^{(\mu)} \left( \sum_{i=m_1+1}^{m_1+m_2} \xi_{i,k}^{(\mu)} \right) \leq 2^{10} q^2 m_2.
\]

**Proof:** Consider (2.63). Using Lemma 2.10, we obtain that the left hand side of (2.63) is less than

\[
2 \sum_{i=m_1+1}^{m_1+m_2} \sum_{\nu=0}^{m_1+m_2-i} |\text{Cov}_j^{(\mu)}(\xi_i, \xi_{i+\nu})| \leq 2 \sum_{i=m_1+1}^{m_1+m_2} \sum_{\nu=0}^{m_1+m_2-i} 60q^2 \max\left(q^{-[\nu/2]}, \frac{1}{n^2}\right)
\]

\[
\leq 120q^2 m_2 \left( \frac{2}{1 - q^{-1/2}} + \frac{1}{n} \right) \leq 2^{10} q^2 m_2.
\]

Similarly, (2.64) follows from (2.58), and the lemma is proved.

Let

\[
d_1 = \lceil n^{2/3} \rceil + 1, \quad d_1 = \lceil n/d_1 \rceil, \quad j_0 = n - \lceil 2 \log_q n \rceil - 1 = n - k_0;
\]

\[
\xi_{i}^{(\mu)} = \sum_{\nu \in \Delta_i} \xi_{i,k_0}^{(\mu)}(M, x, y, u), \quad 0 \leq i \leq d_2,
\]

where

\[
\Delta_i = (id_1 + k_0, (i + 1)d_1 - 2k_0), \quad 0 \leq i \leq d_2 - 1
\]

and

\[
\Delta_{d_2} = \left\{ \begin{array}{ll}
(d_1d_2 + k_0, j_0 - 2k_0), & \text{if } j_0 \geq d_1d_2 + 3k_0 + 1, \\
\emptyset, & \text{otherwise},
\end{array} \right.
\]

\[
\tilde{\omega}_j^{(\mu)} = \omega^{(\mu)} - E_j^{(\mu)}\omega, \quad \mu \in [1, 3], \quad j = 1, 2, \ldots.
\]

**Lemma 2.12:** Let \( 0 \leq i \leq d_2, j > j_0, \) and \( \mu \in [1, 3]. \) Then

\[
E_j^{(\mu)}(\tilde{\xi}_i^{(\mu)})^4 \leq 2^9 q^4 d_1^2 (2k_0 + 1)^2.
\]

**Proof:** Let

\[
a_{\nu_1,\nu_2,\nu_3,\nu_4}^{(\mu)} = E_j^{(\mu)}(\tilde{\xi}_{\nu_1, k_0}^{(\mu)} \tilde{\xi}_{\nu_2, k_0}^{(\mu)} \tilde{\xi}_{\nu_3, k_0}^{(\mu)} \tilde{\xi}_{\nu_4, k_0}^{(\mu)}).
\]
It is easy to see that
\[ E_j^{(\mu)}(\xi_i^{(\mu)})^4 \leq 4! \sum_{\nu_1,\nu_2,\nu_3,\nu_4 \in \Delta_i} |a_{\nu_1,\nu_2,\nu_3,\nu_4}|. \]

Using Lemma 2.6, we obtain that if \( \nu_2 - \nu_1 > 2k_0 \) (\( \nu_4 - \nu_3 > 2k_0 \)) then \( \xi_i^{(\mu)} \) is not dependent on \( \xi_{\nu_i}^{(\mu)} \) (correspondingly, \( \xi_i^{(\mu)} \) is not dependent on \( \xi_{\nu_i}^{(\mu)} \)). Hence \( a_{\nu_1,\nu_2,\nu_3,\nu_4} = 0 \) if \( \nu_2 - \nu_1 > 2k_0 \) or \( \nu_4 - \nu_3 > 2k_0 \).

Bearing in mind that \( \xi_i^{(\mu)} < 2q \) (see (2.27)), we get that
\[ E_j^{(\mu)}(\xi_i^{(\mu)})^4 \leq 4! \sum_{\nu_1,\nu_2,\nu_3,\nu_4 \in \Delta_i} (2q)^4 \leq 4!(2q)^4 d_1^2 (2k_0 + 1)^2. \]

This is the desired result.

**Lemma 2.13:** Let \( j \in [j_0, n] \), \( j_0 = n - [2 \log_2 n] - 1 \), and \( \mu \in [1, 3] \). Then
\[ D_j^{(\mu)}(f(M, x, y - u, u)) \geq 2^{-10} j \log_2 q, \quad \text{for } n \geq n_0(q). \]

**Proof:** Let \( M \in [0, q^j] \), and
\[ M + (N_j + d_j)q^j = \sum_{i=0}^{n} a_i q^i, \quad \text{with } a_i \in [0, q - 1), \]
\[ M_i = [M/q^{i+1}]q, \quad M'_i = [(M + (N_j + d_j)q^j)/q^{i+1}]q, \quad i = 0, 1, 2, \ldots. \]

By (2.25) and (2.26), we see that
\[ f(M + (N_j + d_j)q^j, x, y - u, u) = \sum_{i=0}^{n} \xi_i(M + (N_j + d_j)q^j, x, y, u) \]
\[ = \sum_{i=0}^{n} \sum_{b_i=0}^{a_i-1} (g_i(b_i + M'_i, x, y) - g_i(b_i + M'_i, x, u)). \]

From (2.19) we obtain for \( i \in [1, j) \)
\[ g_i(b_i + M'_i, x, y) = -\{q^i y\} + I(R_i(x) \leq R_i(y)) I(T^{b_i + M'_i + N'_i q^j-i}(q^ix)) < \{q^i y\} \]
\[ + I(R_i(x) > R_i(y)) I(T^{b_i + M'_i + N'_i q^j-i}(q^ix) < \{q^i y\}). \]

It is easy to see for \( x, \varepsilon \in [0, 1) \), and \( i < j \) that
\[ \left\{ \frac{[q^{j-i} \{q^i y\}] + \varepsilon}{q^{j-i}} \right\} = \left\{ \frac{[q^j x - q^{j-i} \{q^i x\}] + \varepsilon}{q^{j-i}} \right\} = \left\{ \frac{[q^j x] - q^{j-i} \{q^i x\} + \varepsilon}{q^{j-i}} \right\} = \left\{ q^i \left\{ \frac{[q^j x] + \varepsilon}{q^j} \right\} \right\}. \]
In view of Lemma 2.1, we have that

\[
T^{L+N'_j q^{-i}}(q^i x) = T^{L} \left( \frac{[q^{i-i} q^i x] + T^{N'_j}(q^i x)}{q^{j-i}} \right) = T^{L}(q^i x_{N,j}),
\]

with \( L = b_i + M_i, b_i + M_i + 1, \)

where, according to (2.72),

\[
x_{N,j} = \left\{ \frac{[q^i x] + T^{N'_j}(q^i x)}{q^j} \right\},
\]

and we find that

\([q^i x_{N,j}] = [q^i x], \quad \text{for } 1 \leq i < j.\]

Thus, by (2.2),

\[
R_i(x_{N,j}) = R_i(x), \quad \text{for } 1 \leq i < j.
\]

Now, from (2.71), (2.73), (2.75) and (2.26), we conclude that

\[
g_i(b_i + M'_i, x, y) = g_i(b_i + M_i, x_{N,j}, y),
\]

and

\[
(2.76) \quad \xi_i(b_i + M'_i, x, y, u) = \xi_i(b_i + M_i, x_{N,j}, y, u) \quad \text{for } 1 \leq i < j.
\]

Bearing in mind that \(|\xi_i(M, x, y, u)| \leq 2q, \) we obtain

\[
|f(M + (N_j + d_j)q^j, x, y - u, u) - f(M, x_{N,j}, y - u, u)|
\leq 2q(n - j + 2).
\]

By (2.77) and the inequality \(2a^2 + 2b^2 \geq (a - b)^2, \) we have that

\[
D_{j, (N_j + d_j)q^j}^{(\mu)}(f(M, x, y - u, u)) \geq \frac{1}{2} D_{j, 0}^{(\mu)}(f(M, x_{N,j}, y - u, u)) - 4q^2(n - j + 2)^2.
\]

If follows from (2.24) that the function \( f(M, x, y, u) \) is periodic over \( y \) with period
1. Hence, by (2.45)-(2.48), we obtain

\[ D_{j,0}^{(\mu)}(f(M, x_{N,j}, y - u, u)) \]

\[ = D_{j,0}^{(\mu)}(f(M, x_{N,j}, y, u)) \]

\[ = \frac{1}{q^j} \sum_{M=0}^{q^j-1} \int_{G_{\mu}} \left( \sum_{k=0}^{M-1} \{ T^k(x_{N,j}) - y \} - y - E_{j,0}^{(\mu)} f(M, x_{N,j}, y, u) \right)^2 dw_{\mu} \]

\[ \geq \inf_{x,u \in [0,1]} \inf_{\rho \in \mathbb{R}} \frac{1}{q^j} \sum_{M=0}^{q^j-1} \int_0^1 \left( \sum_{k=0}^{M-1} \{ T^k(x) - y \} - y - \rho \right)^2 dy. \]

Using (1.2) and Fubini's theorem, we obtain

\[ D_{j,0}^{(\mu)}(f(M, x_{N,j}, y - u, u)) \]

\[ \geq \inf_{x,y \in [0,1]} \inf_{\rho \in \mathbb{R}} \int_0^1 \int_0^1 \left( \sum_{k=0}^{[xq^j]} \{ T^k(x) - y \} - y - \rho \right)^2 dy dz \]

\[ \geq 2^{-8j \log_2 q}. \]

Bearing in mind that \( j \geq n - \lfloor 2 \log_q n \rfloor - 1 \) and

\[ 4q^2(n - j + 2) \leq 4q^2(2 \log_q n + 3) \leq 2^{-10j \log_2 q}, \]

for \( n \geq n_0(q) \), we obtain the assertion of the lemma from (2.78).

**Lemma 2.14:** Let \( \mu \in [1,3], n \geq j \geq j_0 = n - \lfloor 2 \log_q n + 1 \rfloor \), and

\[ f_0^{(\mu)}(M, x, y, u) = \sum_{i=0}^{d_2} c_i^{(\mu)}(M, x, y, u). \]

Then

\[ 2^{10} q^4 n \geq D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) \geq 0.7 \cdot 2^{-11n \log_2 q} \]

for \( n \geq n_1(q) \).

**Proof:**

\[ \zeta_{-1}(M, y, u) = \sum_{i=0}^{d_2} \sum_{\nu \in \Delta'_i} \xi_{\nu}(M, x, y, u), \]

where

\[ \Delta'_0 = [0, k_0], \quad \Delta'_i = [id_1 - 2k_0, id_1 + k_0] \quad \text{for } 1 \leq i \leq d_2, \]

\[ d_3 = \min(d_1 d + k_0, n), \]
and

\[ (2.84) \quad \Delta'_d = [d_1d_2 - 2k_0, d_3] \cup (\max(d_3, j_0 - 2k_0), n]; \]

\[ (2.85) \quad \zeta_{-2}^{(\mu)}(M, x, y, u) = \sum_{i=0}^{d_2} \sum_{\nu \in \Delta_i} (\xi_\nu(M, x, y, u) - \xi_{\nu, k_0}^{(\mu)}(M, x, y, u)). \]

It follows from (2.25), (2.66)–(2.68), (2.79) and (2.81)–(2.85) that

\[ (2.86) \quad f(M, x, y - u, u) = f_0^{(\mu)}(M, x, y, u) + \zeta_{-1}(M, x, y, u) + \zeta_{-2}^{(\mu)}(M, x, y, u). \]

By (2.81)–(2.84), we see that

\[ (2.87) \quad |\zeta_{-1}(M, x, y, u)| \leq 2q(d_2 + 1)(6k_0 + 2) \leq 2^5qk_0d_2. \]

Applying Lemma 2.9, we obtain for \( \nu \leq j_0 - k_0 \)

\[ (2.88) \quad D_j^{(\mu)}(\xi_{\nu, k_0}^{(\mu)} - \xi_\nu) \leq 4qE_j^{(\mu)}|\xi_{\nu, k_0}^{(\mu)} - \xi_\nu| \leq 60q^{2-k_0} \leq 60q^2/n^2. \]

Now by (2.67) and (2.85), we conclude that

\[ (2.89) \quad D_j^{(\mu)}(\zeta_{-2}^{(\mu)}) \leq n^2 \max_\nu D_j^{(\mu)}(\xi_{\nu, k_0}^{(\mu)} - \xi_\nu) \leq 60q^2. \]

Using (2.78) and (2.86)–(2.89), we get

\[ D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) \geq \frac{1}{2} D_j^{(\mu)}(f(M, x, y - u, u)) - 2D_j^{(\mu)}(\zeta_{-1}) - 2D_j^{(\mu)}(\zeta_{-2}^{(\mu)}) \geq \frac{1}{2} D_j^{(\mu)}(f) - 2^{11}q^2k_0^2d_2^2 - 120q^2. \]

Then, by Lemma 2.13,

\[ D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) \geq 2^{-11}(n - [2 \log_q n + 1]) \log_2 q - 120q^2 - 2^{11}q^2n^{2/3}(2 \log_q n + 1)^2. \]

Hence there exists \( n_1 = n_1(q) \) such that

\[ D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) \geq 0.7 \cdot 2^{-11} n \log_2 q \quad \text{for } n \geq n_1. \]

The right hand side of (2.79) is proved.

By Lemma 2.6 and (2.66)–(2.68), we have that \( \zeta_{i}^{(\mu)} (0 \leq i \leq d_2) \) are independent random variables.

In view of (2.79), we see that

\[ D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) = \sum_{i=0}^{d_2} D_j^{(\mu)}(\zeta_{i}^{(\mu)}) = \sum_{i=0}^{d_2} D_j^{(\mu)} \left( \sum_{\nu \in \Delta_i} \xi_{\nu}^{(\mu)} \right). \]
From (2.67) and (2.68), we find that \( \max_{i, \nu \in \Delta_i} \nu \leq j_0 - 2k_0 \).

Therefore, we can apply (2.64):

\[
D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)) \leq 2^{10} q^4 n.
\]

This is the desired result. \( \blacksquare \)

We need the following generalization of the Berry–Esséen theorem (see [H, p. 62]):

Suppose that for each variable \( k, x_{k0}, x_{k1}, \ldots, x_{kk-1} \) are independent with zero means, \( \delta \in (0, 1] \),

\[
\sum_{i=0}^{k-1} E(x_{ki}^2) = 1, \quad k \geq 1,
\]

\[
\max_{0 \leq i \leq k-1} E(x_{ki}^2) \to 0 \quad \text{as} \quad k \to \infty.
\]

Then there exists a positive universal constant \( C \) such that

\[
\left| P \left( \sum_{i=0}^{k-1} x_{ki} < t \right) - \Phi(t) \right| < \frac{C}{1 + x^2} \sum_{i=0}^{k-1} E(|x_{ki}|^{2+\delta}).
\]

**Lemma 2.15:** Let \( \mu \in [1, 3] \), and \( n \geq j \geq j_0 \). Then

\[
\frac{1}{q^2} \sum_{M=0}^{q^2-1} \int_0^1 \left( \frac{\tilde{f}_0^{(\mu)}(M + (N_j + d_j)q^j, x, y, u)}{(D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)))^{1/2}} < t \right) dy - \Phi(t) \right| \leq C 2^{28} q^3 n^{-1/6} \log_{q^3/2} n, \quad n \geq n_1(q).
\]

**Proof:** We use Berry–Esséen's inequality (2.92) with \( \delta = 1, k = d_2 + 1 \), and \( x_{k\nu} = \tilde{\zeta}_{\nu}^{(\mu)} / d_{0,\nu} \), with \( (d_{0,\nu})^2 = D_j^{(\mu)}(f_0(M, x, y, u)), 0 \leq \nu \leq d_2 \). It follows from (2.66)–(2.68) and Lemma 2.6 that the variables \( \zeta_0^{(\mu)}, \zeta_1^{(\mu)}, \ldots, \zeta_{d_2}^{(\mu)} \) are independent with zero means.

In view of (2.79), we conclude that (2.90) holds. Using (2.65), (2.66), Lemma 2.11 and Lemma 2.14, we get that

\[
E_j^{(\mu)}(\tilde{\zeta}_\nu^{(\mu)} / d_{0,\nu})^2 = D_j^{(\mu)}(\tilde{\zeta}_\nu^{(\mu)} / d_{0,\nu}) \leq 2^{10} q^4 d_1(D_j^{(\mu)}(f_0^{(\mu)}(M, x, y, u)))^{-1} = O(n^{-1/3}),
\]

and (2.91) holds.

Bearing in mind Ljapanov's inequality

\[
E_j^{(\mu)}|\omega|^3 \leq (E_j^{(\mu)} \omega^2)^{3/4},
\]
we obtain from Lemma 2.12 and Lemma 2.14
\[ E_j^{(\mu)} \left| c^{(\mu)}_{\nu}/d_{0,\mu} \right|^3 \leq (2^9 q^4 d_1^2 (2k_0 + 1)^2 \cdot (2^{-12} n \log_2 q)^2)^{3/4} \]
\[ \leq (2^{36} q^4 n^{-2/3} \log_2^n n)^{3/4} = 2^{27} q^3 n^{-1/2} \log_2^2 n. \]

Now, by (2.65) and (2.92), the assertion of the lemma follows.

3. Proofs of theorems

The three theorems will be proved together in the same way. We will use the index \( \mu = 1, 2, 3 \) in each case corresponding to Theorem 1.1, Theorem 1.2 and Theorem 1.3. Let

\[ N = \sum_{i=0}^{n} c_i q^i, \quad c_n \neq 0, \quad c_i \in \{0, \ldots, q-1\}, \]

(3.1)

\[ E^{(\mu)} h(M, x, y, u) = E^{(\mu)} h = \frac{1}{N} \sum_{M=0}^{N-1} \int_{G_{\mu}} h(M, x, y, u) d\omega_{\mu}, \]

(3.2)

\[ D^{(\mu)}(h(M, x, y, u)) = D^{(\mu)}(h) = E^{(\mu)}(h - E^{(\mu)}h)^2, \]

(3.3)

\[ A^{(\mu)}(t) = \frac{1}{N} \sum_{M=0}^{N-1} \int_{G_{\mu}} \left( \frac{f(M, x, y, u) - E^{(\mu)} f(M, x, y, u)}{(D^{(\mu)} f(M, x, y, u))^{1/2}} < t \right) d\omega_{\mu}, \]

(3.4)

with \( \mu = 1, 2, 3 \).

By (2.24)-(2.26) and (2.46), we see that

\[ E^{(\mu)} f(M, x, y, u) = 0, \quad \text{for } \mu = 2, 3. \]

Using Fubini’s theorem, (2.24) and (1.5), we obtain

\[ E^{(\mu)} f(M, x, y, u) = \int_{0}^{1} \int_{G_{\mu}} \sum_{k=0}^{[zN]} (1_{\llbracket u, u+y \rrbracket} (T^k(x)) - y) dzd\omega_{\mu}. \]

By (3.3), (1.8), (1.11) and (1.13), we find that

\[ E^{(1)} f(M, x, y, u) = e(x, u, N), \]

and

\[ D^{(\mu)}(f(M, x, y, u)) = \sigma_\mu \log_q N, \quad \text{for } \mu = 1, 2, 3. \]

Now, using Fubini’s theorem, we obtain from (3.4) that the left sides of (1.7), (1.10) and (1.12) are equal, respectively, to

\[ |A^{(\mu)}(t) - \Phi(t)| \quad \text{for } \mu = 1, 2, 3. \]
Let
\[(3.6)\]
\[A_{N,j,d_j}^{(\mu)} = \frac{1}{q_j^3} \sum_{M=0}^{q_j-1} \int_{G_\mu} 1 \times I \left( \frac{f(M + (N_j + d_j)q^j, x, y, u) - E(\mu)f(M, x, y, u)}{(D(\mu)(f(M, x, y, u)))^{1/2}} < t \right) dw_\mu,\]
where
\[N_j = q[N/q^{j+1}], \quad j = 0, 1, \ldots, n.\]

It is easy to verify that
\[A^{(\mu)}(t) = \sum_{j=0}^{n} \sum_{d_j=0}^{c_j} \frac{q_j}{N} A_{N,j,d_j}^{(\mu)}(t).\]

We see that for \(j_0 = n - \lfloor 2 \log_q n + 1 \rfloor),
\[|A^{(\mu)}(t) - \Phi(t) - \sum_{j=j_0+1}^{n} \sum_{d_j=0}^{c_j} \frac{q_j}{N} (A_{N,j,d_j}^{(\mu)}(t) - \Phi(t))| \leq \sum_{j=0}^{j_0} \sum_{d_j=0}^{c_j} \frac{q_j}{N} |A_{N,j,d_j}^{(\mu)}(t) - \Phi(t)| \leq \frac{2q^{j_0+2}}{N} \leq \frac{2q^3}{n^2}.
\]

Hence
\[|A^{(\mu)}(t) - \Phi(t)| \leq \frac{2q^3}{n^2} + \sum_{j=j_0+1}^{n} \sum_{d_j=0}^{c_j} \frac{q_j}{N} |A_{N,j,d_j}^{(\mu)}(t) - \Phi(t)| \leq \frac{2q^3}{n^2} + q \max_{j \in (j_0, n]} \max_{d_j \in [0, c_j]} |A_{N,j,d_j}^{(\mu)}(t) - \Phi(t)|.
\]

Thus to prove Theorem 1.1–Theorem 1.3, it is sufficient to verify that
\[(3.7) \quad D^{(\mu)}(f(M, x, y, u)) \in [2^{-12} \log_2 q, 2^{12}q^4] \]
and
\[(3.8) \quad A_{N,j,d_j}^{(\mu)}(t) - \Phi(t) = O(n^{-1/7})\]
for all \(t \in \mathbb{R}, \ j \in (j_0, n], \) and \(d_j \in [0, c_j]\) where \(O\) constant depends only on \(q.\)

We will conclude (3.7) and (3.8) from Lemma 2.14 and Lemma 2.15. To this end we need the following estimate of expectations:
LEMMA 3.1: Let \( \mu \in [1, 3] \), and \( n \geq j > j_0 = n - k_0 \), \( k_0 = \lfloor 2 \log_q n \rfloor + 1 \). Then

\[
E^{(\mu)} f(M, x, y - u, u) = E^{(\mu)}_{j, (N_j + d_j) q^j} f_0^{(\mu)}(M, x, y, u) + O(n^{1/3} \log_q n)
\]

and

\[
D^{(\mu)} f(M, x, y - u, u) = D^{(\mu)}_{j, (N_j + d_j) q^j} f_0^{(\mu)}(M, x, y, u) + O(n^{5/6} \log_q n).
\]

**Proof:** From Lemma 2.6, (2.79), (2.85) and (2.66)–(2.68), we find that \( f_0^{(\mu)}(M + (N_\nu + b_\nu) q^\nu, x, y, u) \) and \( \zeta^{(\mu)}_{-2}(M + (N_\nu + b_\nu) q^\nu, x, y, u) \) depend only on the first \( n - k_0 = j_0 \) digits of the \( q \)-expression of \( M + (N_\nu + b_\nu) q^\nu \). Hence for \( \nu, j > j_0 \)

\[
E^{(\mu)} f^\nu(M + (N_\nu + b_\nu) q^\nu, x, y, u) = E^{(\mu)}_{j, (N_j + d_j) q^j} f_0^{(\mu)}(M, x, y, u),
\]

\[
D^{(\mu)} f^\nu(M + (N_\nu + b_\nu) q^\nu, x, y, u) = D^{(\mu)}_{j, (N_j + d_j) q^j} f_0^{(\mu)}(M, x, y, u),
\]

\[
E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} |\zeta^{(\mu)}_{-2}| = E^{(\mu)}_{j, (N_j + d_j) q^j} |\zeta^{(\mu)}_{-2}|,
\]

and

\[
D^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} (\zeta^{(\mu)}_{-2}) = D^{(\mu)}_{j, (N_j + d_j) q^j} (\zeta^{(\mu)}_{-2}).
\]

From (2.49), (2.67) and (2.85), we conclude that

\[
E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} |\zeta^{(\mu)}_{-2}| \leq 15q^2 n / q^{k_0} \leq 15q^2 / n.
\]

In view of (3.1), (3.2), (2.44) and (2.45), we have that

\[
E^{(\mu)} f(M, x, y - u, u) = \sum_{\nu=0}^{n} \sum_{b_\nu=0}^{c_\nu-1} \frac{q^\nu}{N} E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} f(M, x, y - u, u)
\]

and

\[
E^{(\mu)}_{j, (N_j + d_j) q^j} f_0^{(\mu)}(M, x, y - u, u) = \sum_{\nu=0}^{n} \sum_{b_\nu=0}^{c_\nu-1} \frac{q^\nu}{N} E^{(\mu)}_{j, (N_\nu + b_\nu) q^j} f_0^{(\mu)}(M, x, y - u, u).
\]

It follows from (2.25) and (2.79) that

\[
|f(M, x, y, u)| \leq 2q(n + 1) \quad \text{and} \quad |f_0(M, x, y, u)| \leq 2qn.
\]
Hence

\[ \left| E^{(\mu)}(f(M, x, y - u, u) - E^{(\mu)}_{j, (N_j + b_j) q^j} f_0^{(\mu)}(M, x, y - u, u)) \right| \]

\[ \leq 8q_n \sum_{\nu=0}^{j_0} \sum_{\nu=0}^{c_{\nu} - 1} \frac{q^\nu}{N} \left| E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} f^{(\mu)}(M, x, y - u, u) \right| \]

\[ \leq 8n q^2 - q^2 \max_{\nu \in (j_0, n)} \max_{b_\nu \in [0, c_{\nu}]} \left| E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} f(M, x, y - u, u) \right| \]

\[ \leq 8n q^2 - q^2 \left[ \sum_{\nu=0}^{j_0} \sum_{\nu=0}^{c_{\nu} - 1} \frac{q^\nu}{N} \left| E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} f^{(\mu)}(M, x, y - u, u) \right| \right] \]

By (3.11), (3.15), (2.86), (2.87), (2.62) and (2.65), we see that

\[ E^{(\mu)}(f(M, x, y - u, u) - E^{(\mu)}_{j, (N_j + b_j) q^j} f_0^{(\mu)}(M, x, y, u)) \]

\[ = E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} f^{(\mu)}(f(M, x, y - u, u) - f^{(\mu)}_0(M, x, y, u)) \]

\[ \leq E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} |\zeta_{-1}(M, x, y, u) + E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} |\zeta_{-2}(M, x, y, u) | \]

\[ \leq 2^5 q_k d_2 + 15 q^2 / n = O(n^{1/3} \log_q n), \quad \text{for } \nu, j > j_0. \]

Using (3.19), we obtain the assertion (3.9).

Now consider (3.10): Similarly to (3.17) and (3.18), we find from (2.45)–(2.48), (3.2) and (3.3) that

\[ D^{(\mu)}(f(M, x, y, u)) = \sum_{\nu=0}^{c_{\nu} - 1} \sum_{b_\nu=0}^{q^\nu} E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} (f(M, x, y, u)) \]

and

\[ D^{(\mu)}_{j, (N_j + b_j) q^j} (f_0^{(\mu)}(M, x, y, u)) = \sum_{\nu=0}^{c_{\nu} - 1} \sum_{b_\nu=0}^{q^\nu} D^{(\mu)}_{j, (N_j + b_j) q^j} (f_0^{(\mu)}(M, x, y, u)) \]

Using (3.18) we conclude analogously to (3.19) that

\[ D^{(\mu)}(f(M, x, y, u) - D^{(\mu)}_{j, (N_j + b_j) q^j} (f_0^{(\mu)}(M, x, y, u))) \]

\[ \leq 16q^2 n^2 \sum_{\nu=0}^{j_0} \frac{q^\nu}{N} \]

\[ + \sum_{\nu=0}^{c_{\nu} - 1} \sum_{b_\nu=0}^{q^\nu} E^{(\mu)}_{\nu, (N_\nu + b_\nu) q^\nu} (f(M, x, y, u) - E^{(\mu)}(f(M, x, y, u))) \]

\[ = D^{(\mu)}_{j, (N_j + b_j) q^j} (f_0^{(\mu)}(M, x, y, u)) \]

\[ \leq 2^5 q_k d_2 + 15 q^2 / n = O(n^{1/3} \log_q n), \quad \text{for } \nu, j > j_0. \]
\[\leq 16q^3 + q^2 \max_{\nu \in (j_0,n]} \max_{b_\nu \in [0,c_\nu]} |E^{(\mu)}_{\nu,(N_\nu+b_\nu)q^\nu}(f(M,x,y,u) - E^{(\mu)}f(M,x,y,u))^2 - D^{(\mu)}_{j,(N_j+d_j)q^j}(f^{(\nu)}_0(M,x,y,u))|.

It is easy to see that

\[(f - E^{(\mu)}f)^2 = (f - E^{(\mu)}f + (E^{(\mu)} - E^{(\mu)}_{\nu})f)^2 + 2(f - E^{(\mu)}_{\nu}f)((E^{(\mu)} - E^{(\mu)}_{\nu})f) + ((E^{(\mu)} - E^{(\mu)}_{\nu})f)^2\]

and

\[E^{(\mu)}_{\nu}(f - E^{(\mu)}f)^2 = D^{(\mu)}_{\nu}(f) + ((E^{(\mu)} - E^{(\mu)}_{\nu})f)^2.\]

Applying (3.9) to \(\nu = j > j_0\) and \(b_\nu = d_\nu\), we obtain

\[E^{(\mu)}_{\nu,(N_\nu+b_\nu)q^\nu}(f - E^{(\mu)}f)^2 = D^{(\mu)}_{\nu,(N_\nu+b_\nu)q^\nu}(f) + O(n^{2/3}\log^2 n).\]

Using relations (3.21) and (3.12), we conclude that to prove (3.10) it is sufficient to verify that

\[(3.22) D^{(\mu)}_{\nu,(N_\nu+b_\nu)q^\nu}(f) = D^{(\mu)}_{\nu,(N_\nu+b_\nu)q^\nu}(f^{(\mu)}_0) + O(n^{5/6}\log_q n)\]

for \(\nu \in (j_0,n]\).

By (2.86) we find that

\[(3.23) D^{(\mu)}_{\nu}(f) = E^{(\mu)}_{\nu}(f^{(\mu)}_0 - E^{(\mu)}_{\nu}f_0) + (\zeta_{-1} + \zeta_{-2}^{(\mu)} - E^{(\mu)}_{\nu}(\zeta_{-1} + \zeta_{-2}^{(\mu)}))^2 = D^{(\mu)}_{\nu}(f^{(\mu)}_0) + D^{(\mu)}_{\nu}(\zeta_{-1} + \zeta_{-2}^{(\mu)}) + 2E^{(\mu)}_{\nu}(f^{(\mu)}_0 - E^{(\mu)}_{\nu}f_0^{(\mu)})(\zeta_{-1} + \zeta_{-2}^{(\mu)} - E^{(\mu)}_{\nu}(\zeta_{-1} + \zeta_{-2}^{(\mu)})).\]

In view of (2.65), (2.87), (2.89) and (3.14), we have that

\[D^{(\mu)}_{\nu}(\zeta_{-2}^{(\mu)}) \leq 16q^2\] and \[D^{(\mu)}_{\nu}(\zeta_{-1}) \leq 2^{16}q^2 n^{2/3}\log^2 n.\]

Hence

\[(3.24) D^{(\mu)}_{\nu}(\zeta_{-1} + \zeta_{-2}^{(\mu)}) = O(n^{2/3}\log^2 n).\]

Bearing in mind that \(|f^{(\mu)}_0(M,x,y,u)| \leq 2qn\), from (3.20) we obtain

\[(3.25) E^{(\mu)}_{\nu}(|f^{(\mu)}_0 - E^{(\mu)}_{\nu}f_0^{(\mu)}| \cdot |\zeta_{-2}^{(\mu)} - E^{(\mu)}_{\nu}\zeta_{-2}^{(\mu)}|) \leq 2qnE^{(\mu)}_{\nu}|\zeta_{-2}^{(\mu)} - E^{(\mu)}_{\nu}\zeta_{-2}^{(\mu)}| \leq 30q^3.\]
Now, from Lemma 3.1, (3.12), (2.87) and (2.65) we see that
\begin{equation}
E_\nu(\mu) |f_0^{(\mu)}(\xi - 1) - E_\nu^{(\mu)} f_0^{(\mu)}| \leq 2^8 q^{1/3} \log q n \left( D^{(\mu)}(f_0^{(\mu)}) \right)^{1/2} \leq 2^{13} q^{3} n^{5/6} \log q n.
\end{equation}

Substituting (3.24)–(3.26) into (3.23), we obtain the assertion (3.22). The lemma is proved.

**Completion of the Proof of Theorem 1.1–Theorem 1.3:** Let \( j > j_0 \). We see that
\begin{equation}
\frac{f - E^{(\mu)} f}{\sqrt{D^{(\mu)}(f)}} = \frac{f_0^{(\mu)} - E_j^{(\mu)} f_0^{(\mu)}}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} + \frac{E_j^{(\mu)} f_0^{(\mu)} - E^{(\mu)} f}{\sqrt{D^{(\mu)}(f)}}
\end{equation}

\begin{equation}
+ (f_0^{(\mu)} - E_j^{(\mu)} f_0^{(\mu)}) \left( \frac{1}{\sqrt{D^{(\mu)}(f)}} - \frac{1}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} \right)
\end{equation}

\[ := A_1 + A_2 + A_3. \]

It follows from Lemma 2.14 and Lemma 3.1 that
\begin{equation}
A_2 = O(n^{-1/6} \log q n)
\end{equation}

and
\begin{equation}
\frac{1}{\sqrt{D^{(\mu)}(f)}} - \frac{1}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} = \frac{D_j^{(\mu)}(f_0^{(\mu)}) - D^{(\mu)}(f)}{\sqrt{D^{(\mu)}(f)}(\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}(\sqrt{D^{(\mu)}(f)} + \sqrt{D_j^{(\mu)}(f_0^{(\mu)})}))}
\end{equation}

\[ = O(n^{-2/3} \log q n). \]

Let
\begin{equation}
\Omega_1^{(\mu)} = \left\{ (w_\mu, M) \in G_\mu \times [(N_j + d_j)q^j, (N_j + d_j + 1)q^j] \mid |f_0^{(\mu)}(M, x, y, u) - E_j^{(\mu)} f_0^{(\mu)}(M, x, y, u)| > \sqrt{D_j^{(\mu)}(f_0^{(\mu)})} \right\}.
\end{equation}

By Tchebyshev’s inequality and Lemma 2.14,
\begin{equation}
\frac{1}{q^j} \text{mes} \Omega_1^{(\mu)} \leq \frac{1}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} = O(n^{-1/2}).
\end{equation}

In view of Lemma 2.14, (3.29) and (3.30), we have that
\begin{equation}
A_3 = O(n^{-2/3} \log q n \sqrt{D_j^{(\mu)}(f_0^{(\mu)})}) = O(n^{-1/6} \log q n)
\end{equation}
for \((w_\mu, M) \notin \Omega_1^{(\mu)}\).
Now consider $A_1$: Let

\[(3.33) \quad \Omega_2^{(\mu)} = \{(w_\mu, M) \in G_\mu \times [(N_j + d_j)q^j, (N_j + d_j + 1)q^j) | \leq \frac{n}{q^{k_0-1}} \}.\]

From (2.86), (2.87) and (2.62), we find that

\[|f - f_0^{(\mu)}| = |\zeta_1 + \zeta_0^{(\mu)}| \leq 25qk_0d_2 + 1 \quad \text{for } (w_\mu, M) \notin \Omega_2^{(\mu)}.
\]

By Lemma 2.14 and (2.65)

\[(3.34) \quad A_1 = O(n^{-1/6} \log q n) \quad \text{for } (w_\mu, M) \notin \Omega_2^{(\mu)}.
\]

Using (2.85), we have that

\[
\Omega_2^{(\mu)} \subset \bigcup_{i=0}^{d_2} \bigcup_{\nu \in \Delta_i} \Omega_{2,\nu}^{(\mu)},
\]

where

\[\Omega_{2,\nu}^{(\mu)} = \{(w_\mu, M) \in G_\mu \times [(N_j + d_j)q^j, (N_j + d_j + 1)q^j) | \leq \frac{1}{q^{k_0-1}}, \frac{1}{q^{k_0-1}} \}.
\]

Applying Lemma 2.7, Lemma 2.8 and (2.27)-(2.30), we show that

\[
\frac{1}{q^j} \text{mes} \Omega_{2,\nu}^{(\mu)} \leq 2q \sup_{x \in [0, 1], L \in B_1} \max \text{mes} \{y \in [0, 1) | g_{\nu, k_0}(L, x, y) - g_{\nu}(L, x, y) \} \leq \left[ 0, \frac{1}{q^{k_0}} \right]
\]

\[+ q \sup_{x, y \in [0, 1]} \max_{a \in B_2} \frac{1}{q^{k_0}} \sum_{L=0}^{q^{k_0-1}} I(g_{\nu, k_0}^{(1)}(L + aq^{k_0}, x, y) - g_{\nu}(L + aq^{k_0}, x, y)) \leq 5/q^{k_0-1},
\]

where

\[B_1 = [(N - j + d_j)q^j, (N_j + d_j + 1)q^j) \]

and

\[B_2 = [(N_j + d_j)q^{j-k_0}, (N_j + d_j + 1)q^{j-k_0}).\]

Hence

\[(3.35) \quad \frac{1}{q^j} \text{mes} \Omega_2^{(\mu)} \leq 5n/q^{k_0-1} \leq 5q/n.
\]
We denote the left side of (3.27) by \( \Delta \). Let

\[
\Delta_1 = \inf_{(w, M) \in \Omega_1} \Delta \quad \text{and} \quad \Delta_2 = \sup_{(w, M) \in \Omega_2} \Delta.
\]

From (3.28), (3.32) and (3.34), we conclude that

\[
\Delta_1, \Delta_2 = O(n^{-1/6} \log q n).
\]

We find that for \((w, M) \in \Omega_1 \cup \Omega_2\),

\[
I \left( \frac{f_0^{(\mu)}(M, x, y, u) - E_j^{(\mu)} f_0^{(\mu)}}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} < t - \Delta_2 \right) \\
\leq I \left( \frac{f(M, x, y - u, u) - E^{(\mu)} f}{\sqrt{D^{(\mu)} f}} < t \right) \\
\leq I \left( \frac{f_0^{(\mu)}(M, x, y, u) - E_j^{(\mu)} f_0^{(\mu)}}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} < t - \Delta_1 \right).
\]

According to (2.24), the function \( f(M, x, y, u) \) is periodic with period 1 over \( y \). Hence, by (3.6), we see that

\[
\frac{1}{q^j} \sum_{M=0}^{q^{j-1}} I \left( \frac{f_0^{(\mu)}(M + (N_j + d_j)q^j, x, y, u) - E_j^{(\mu)} f_0^{(\mu)}}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} < t - \Delta_2 \right) dw_\mu \\
- \frac{1}{q^j} \text{mes}(\Omega_1^{(\mu)} \cup \Omega_2^{(\mu)}) \leq A_{N_j, d_j}(t) \leq \frac{1}{q^j} \text{mes}(\Omega_1^{(\mu)} \cup \Omega_2^{(\mu)}) \\
+ \frac{1}{q^j} \sum_{M=0}^{q^{j-1}} 1 \int_{G_\mu} I \left( \frac{f_0^{(\mu)}(M + (N_j + d_j)q^j, x, y, u) - E_j^{(\mu)} f_0^{(\mu)}}{\sqrt{D_j^{(\mu)}(f_0^{(\mu)})}} < t - \Delta_1 \right) dw_\mu.
\]

Applying Lemma 2.15, we obtain

\[
A_{N_j, d_j}(t) - \Phi(t) = O \left( n^{-1/6} \log q^{3/2} n + \frac{1}{q^j} \text{mes}(\Omega_1^{(\mu)} \cup \Omega_2^{(\mu)}) \right) + \max(|\Phi(t) - \Phi(t - \Delta_1)|, |\Phi(t) - \Phi(t - \Delta_2)|),
\]

where \( O \) constant depends only on \( q \). Since

\[
|\Phi(t) - \Phi(t + v)| = \frac{1}{\sqrt{2\pi}} \left| \int_t^{t+v} e^{-s^2/2} ds \right| < |v|,
\]
from (3.31), (3.35) and (3.36), we conclude that

$$A_{N,j,d_j}(t) - \Phi(t) = O(n^{-1/6}(\log q n)^{3/2}),$$

where $O$ constant depends only on $q$. The assertion (3.8) is proved.

Now from (3.5), Lemma 2.14 and (3.10), we obtain (3.7) and the assertion of Theorem 1.1–Theorem 1.3.

4. Appendix

Here we consider a slight modification of the proof (see [KN, pp. 100–104]) of Roth’s theorem.

Let $\beta_1, \ldots, \beta_N$ be given points in the $s$-dimensional unit cube $[0,1)^s$, $\beta_i = (\beta_{i1}, \ldots, \beta_{is})$, $i = 1, \ldots, N$; and let $A(x)$ denote the number of points $\beta_i$, $1 \leq i \leq N$, in the box $[0,x_1) \times \cdots \times [0,x_s)$, with $x = (x_1, \ldots, x_s)$.

We use notation of [KN, pp. 100–104]. From [KN, Lemma 2.1, p. 100 and p. 104], we see that

$$f_{[0,1)^s} F(x) dx = 0 \quad \text{and} \quad f_{[0,1)^s} A(x) F(x) dx = 0.$$

By the Cauchy–Schwartz inequality, [KN, p. 104] and (4.1), we obtain

$$\int_{[0,1)^s} (A(x) - N x_1 \ldots x_s - \rho)^2 dx$$

$$\geq \left( \int_{[0,1)^s} (A(x) - N x_1 \ldots x_s - \rho) F(x) dx \right)^2 \left( \int_{[0,1)^s} F^2(x) dx \right)^{-1}$$

$$= \left( \int_{[0,1)^s} (A(x) - N x_1 \ldots x_s) F(x) dx \right)^2 \times \left( \int_{[0,1)^s} F^2(x) dx \right)^{-1}$$

$$\geq 2^{-8s}(s - 1)^{1-s}(\log_2 N)^{s-1}.$$

Hence

$$\inf_{\rho \in \mathbb{R}} \int_{[0,1)^s} (A(x) - N x_1 \ldots x_s - \rho)^2 dx \geq 2^{-8s}(s - 1)^{1-s}(\log_2 N)^{s-1}.$$  

We apply this inequality to $s = 2$, $x_1 = y$, $x_2 = z$, $\beta_{i1} = \beta_{i-1}$, and $\beta_{i2} = (i-1)/N$, $1 \leq i \leq N$. It is easy to see that $(i-1)/N < z \iff i - 1 < [zN]$. Hence $A(y,z) = \sum_{i=0}^{[zN]} 1_{[0,y)}(\beta_i)$. Using (4.2) we find that

$$\inf_{\rho \in \mathbb{R}} \int_0^1 \int_0^1 \left( \sum_{i=0}^{[zN]} (1_{[0,y)}(\beta_i) - y) \right)^2 dy dz \geq 2^{-8} \log_2 N.$$  ■
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